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An important component of routine visual behavior is the ability to find one item in a visual
world filled with gther, distracting items. This ability to perform visual search has been the sub-
Jjeet of a large body of research in the past 15 years. This paper reviews the visual search litera-
ture and presents a model of human search behavior. Built upon the work of Neisser, Treisman,
Julesz, and others, the model distinguishes between a preattentive, massively parallel stage that
processes information about basic visual features (color, motion, various depth cues, ete.) across
large portions of the visual field and a subsequent limited-capacity stage that performs other,
more complex operations (e.g., face recognition, reading, object identification) over a limited por-
tion of the visual field. The spatial deployment of the limited-capacity process is under atten-
tional control. The heart of the guided search model is the idea that attentional deployment of
limited resources is guided by the output of the earlier parallel processes. Guided Search 2.0 (GS2)
is a revision of the model in which virtually all aspects of the model have been made more ex-
plicit and/or revised in light of new data. The paper is organized into four parts: Part 1 presents
the model and the details of its computer simulation. Part 2 reviews the visual search literature
on preattentive processing of basic features and shows how the G52 simulation reproduces those
results. Part 3 reviews the literature on the attentional deployment of limited-capacity processes
in conjunction and serial searches and shows how the simulation handies those conditions. Fi-

nally, Part 4 deals with shortcomings of the model and unresolved issues.

Imagine the following scenario: you are in the midst
of reading this article in the latest edition of the Psycho-
nomic Bulletin & Review when you are summoned to a
meeting. You place the journal on top of that two-foot
stack of things to be read on your desk and depart. Un-
fortunately, while you are out, a shelf collapses spread-
ing the journals, books, and an assortment of other detri-
tus across the floor. When you return and survey the
scene, your first thought is to return to this article. Obvi-
ously, you would need to undertake a visual search for
the journal. If we assume that the journal is not hidden
under other objects, you could efficiently locate all the
purple rectangles of a certain size among other items.
Those items might include distractor items having the tar-
get shape, color, or size. The target journal might be
partly occluded. Still, this would not strike you as a
demanding task. Although you would need to stop to read
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the date on this issue of the journal in order to distinguish
it from other, visually similar issues of the journal, you
would not need to read the date on copies of the Journal
of Experimental Psychology: Human Perception & Per-
Jormance that share shape but not color with the target.
Nor would you need to attend to a coffee mug even if
its color was a perfect match to the journal’s color.
The relative ease with which humans can search for tar-
gets in a crowded visual world is the subject of this paper.
The ability is not trivial. The visual system cannot fully
process all of its input. There is not enough room in the
skull for all of the neural hardware that would be required
to perform all visual functions at all locations in the visuai
field at the same time (see, e.g., Tsotsos, 1990). The
visual system has two basic approaches to this problem.
The first is to discard input. Thus, the retinal image is
processed in its full detail only at the fovea. In the pe-
riphery, information is much more coarsely sampled.
Receptors are spaced more widely, ganglion cell recep-
tive fields are larger, and the cortical representation of
the periphery is smaller (White, Levi, & Aitsebaomo,
1992; Wilson, Levi, Maffei, Rovamo, & DeValois,
1990). The second approach is to process information
selectively. A large set of visual functions can be per-
formed only in a restricted part of the visual field at any
one moment. The identification of psychology journals
is one case. Reading is a less strained example. Given
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large enough print, it is possible to read text in any por-
tion of the visual field, but it is not possible to read two
messages in two parts of the field at one time.

Not all visual processes are limited to one portion of
the visual field at a time. As Neisser (1967) suggested,
there are parallel processes that operate over large por-
tions of the visual field at one time, and there is a second
set of limited-capacity processes that are restricted in their
operation 10 a smaller portion of the visual ficld at one
time. In order to cover all of the visual field, these limited-
capacity processes must be deployed serially from loca-
tion to location.!

1t is obvious that the visual system’s limited resources
should not be deployed and are not deployed in a random
fashion. They are under attentional control. By ‘‘paying
attention’’ to a specific locus in the visual field, we bring
to bear at that locus some of these limited-capacity visual
processes. The control of this deployment can be ex-
ogenous, based on the properties of the visual stimuli, or
endogenous, based on the demands of the “‘user’’ of the
visual system. These are not mutally exclusive. Deploy-
ment can be based on the sebject’s wish to look for a spe-
cific visual stimulus. In this paper, we will consider the
deployment of attention in the exogenous and mixed cases.

This paper has three objectives.

1. It provides a fairly extensive review of the visual
search literature. There has been an explosion of research
in visual search in the past few years. Though it camnot
claim to be comprehensive, this paper will survey that
Hterature and discuss some of the theoretical issues raised
by the data.

2. It describes a revision of our Guided Search model
of visual search. The original version (Cave & Wolfe,
1990: Wolfe & Cave, 1989; Wolfe, Cave, & Franzel,
1989) requires modification in light of new data and fur-
ther thought—hence, Guided Search 2.0.

3. It presents a computer simuiation of substantial parts
of the model. The simulation presented here can, with a
singie setting of its parameters, produce data that closely
resemble human data for a wide variety of standard search
tasks.

The review of the literature is presented in the context
of the Guided Search model. For the reader with an in-
terest in specific issues in the visual search literature, 1
have tried to provide section headings that will permit a
selective reading of the paper. Part 1 describes the scope
of the problem and the details of the guided search model
and its simulation. Readers uninterested in those details
might skip to the summary of Part 1. Part 2 reviews visual
search data on searches for targets defined by a single fea-
ture and shows that the simulation can reproduce the re-
sults of a variety of feature search results. In Part 3, we
turn to conjunction searches and serial searches. Here,
too, the simulation reproduces the results of experiments
with human subjects. Finally, Part 4 discusses some of
the omissions and errors of the current version of Guided
Search. :
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1. GUIDED SEARCH 2.0
Model and Simulation

Some Recent History

Briefly, Guided Search holds that the early stages of the
visual system process all locations in paralle] but are capa-
ble of extracting only a limited amount of information
from the visual input. Subsequent processes can perform
other, more complex tasks but are limited to one or, per-
haps, a few spatial locations at a time. Information
gathered by the parallel front end is used to restrict the
deployment of the limited-capacity processes to those parts
of the visual field most likely to contain items of interest.
This guidance is not perfect, but it is far more efficient
than random deployment of attention. Guided Search be-
gan as a modification of Treisman’s feature integration
model (Treisman, 1988; Treisman & Gelade, 1980). It
owes intellectual debts to Neisser's division of visual pro-
cessing into preattentive and attentive stages (Neisser,
1967), to Hoffman’s *“two-stage’’ model (Hoffman, 1978,
1979), and to Egeth’s work on conjunctions (Egeth, Virzi,
& Garbart, 1984).

Models that live for any time past their birth change
as new data appear. This raises certain problems in the
literature as people build upon or criticize outmoded ver-
sions of a model. For example, the current literature is
full of experiments, arguments, and computational the-
ories based on, supporting, or attacking Treisman and
Gelade’s (1980) original feature integration theory. In the
past 10+ years, however, Treisman’s group has been very
active, and the current version of feature integration is
different from the original in important ways. Since the
name of the model remains the same, it is not immedi-
ately obvious that the earlier version has been superseded.
It might help if we borrowed a convention from the soft-
ware industry and numbered the versions of our models.
Accordingly, 1 have called the present model Guided
Search 2.0 (GS2) to denote what I hope is a substantial
upgrade of the original Guided Search model (GS1).

In the first part of the paper, the GS2 model will be
described. The details of the simulation- and choices that
must be made about parameters are also described. Part 1
ends with a discussion of the differences between GS2
and GS1 as well as other models of spatial visual attention.

The Visual Search Paradigm

One of the most profitable paradigms for studying the
deployment of attention has been the visual search para-
digm in which the subject looks for a rarger item among
a set of distractor items. Two methods are commonly
used. In what can be called the percent correct method,
the experimenter briefly presents an array of items fol-
lowed after some interstimulus interval (ISI) by a mask.
The subject gives a forced-choice, target-present, oOr
target-absent response and percent correct is measured
as a function of ISI. The total number of items (set size)













































































































