
and spread throughout the cell as the worm
moved. In contrast, mitochondria in anc-
1(e1873) animals were spherically shaped, often
clustered together, and were pushed around
within the cytoplasm as the animal moved (Fig.
4B). Mitochondria were not shaped or posi-
tioned properly in an unc-60(r398) mutant back-
ground (Fig. 4D). A partial loss-of-function al-
lele in the C. elegans cofilin homolog, unc-
60(r398), disrupts actin filaments in the body
wall muscle of adult hermaphrodites (23).
Therefore, actin filaments are required for prop-
er positioning of mitochondria. The anchorage
of mitochondria in unc-84(n369) was normal
(Fig. 4C), suggesting that ANC-1 does not re-
quire UNC-84 to anchor mitochondria as it does
for nuclear anchorage.

Our model (fig. S4) suggests that ANC-1
functions to anchor nuclei by tethering the nu-
cleus to the actin cytoskeleton and predicts that
the KASH domain of ANC-1 is localized to the
outer nuclear envelope by UNC-84. Digitonin
extraction experiments show that human Syne-2
localizes to the outer nuclear envelope (14).
ANC-1 would then extend away from the nu-
cleus, where its NH2-terminus binds to the sta-
ble actin cytoskeleton. As a result, ANC-1 mol-
ecules function to directly attach the actin cy-
toskeleton to the nuclear envelope. Before a
nucleus can migrate through the cytoplasm of
the cell, the nuclear anchor must be released.
The SUN domain of UNC-84 is likely to be
intimately involved with this switch in nuclear
behavior, because it is required for both ANC-1
and UNC-83 localization at the nuclear enve-
lope (21) (Fig. 2). UNC-83 is required for nor-
mal nuclear migration but not for nuclear an-
chorage (21). It is not known whether ANC-1
and UNC-83 can interact with UNC-84 simul-
taneously, although both antigens are detected at
the nuclear envelope of adult hypodermal cells.
Overexpression of UNC-83 did not cause any
obvious anchorage phenotype, eliminating a
competition model.

Dystrophin and the associated dystro-
phin–glycoprotein complex function to con-
nect the actin cytoskeleton to the extracellular
matrix; mutations in these components lead
to Duchenne or Becker muscular dystrophies
(24). Although ANC-1 and Syne connect the

actin cytoskeleton to the nuclear matrix
whereas dystrophin connects actin to the ex-
tracellular matrix, there are some similarities
between these two mechanisms. ANC-1 and
associated proteins, including UNC-84 and
lamin A/C (12), are likely to create a bridge
across the nuclear envelope. Mutations in the
gene encoding lamin A/C lead to Emery-
Dreifuss muscular dystrophy (24), which
suggests a potential link between the ANC-1
and Syne proteins and muscular dystrophy.
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Neural Correlates for Perception of
3D Surface Orientation from

Texture Gradient
Ken-Ichiro Tsutsui,1* Hideo Sakata,1,2 Tomoka Naganuma,1,3

Masato Taira1†

A goal in visual neuroscience is to reveal how the visual system reconstructs the
three-dimensional (3D) representation of the world from two-dimensional retinal
images. Although the importance of texture gradient cues in the process of 3D
vision has been pointed out, most studies concentrate on the neural process based
on binocular disparity. We report the neural correlates of depth perception from
texture gradient in the cortex. In the caudal part of the lateral bank of intraparietal
sulcus, many neurons were selective to 3D surface orientation defined by
texture gradient, and their response was invariant over different types of
texture pattern. Most of these neurons were also sensitive to a disparity
gradient, suggesting that they integrate texture and disparity gradient
signals to construct a generalized representation of 3D surface orientation.

The real world is three-dimensional (3D), but
when projected to the retina it is reduced to a
two-dimensional (2D) image. Nevertheless,
what we see and what we perceive is all 3D.
Therefore, the brain must be reconstructing
the 3D representation of the real world from
the 2D images on the retinae. Among many

kinds of depth cues, binocular disparity has
been suggested to be critical in many psycho-
physical studies (1–3). Neurons in striate (4–
7) and extrastriate (6–10) visual areas are
sensitive to binocular disparity signals. Re-
cently, neurons that code 3D features of a
visual surface by higher-order processing of

Fig. 4. GFP-labeled mitochondria are shown in the body wall muscle cells of L4 animals of the
following genotypes: (A) wild-type N2, (B) anc-1(e1873), (C) unc-84(n369), and (D) cofilin
unc-60(r398). The severely abnormal mitochondria in anc-1(e1873) are not anchored. In live
animals, they were seen moving throughout the muscle as the animal moved. Scale bar, 10 �m.
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Fig. 1. (A) Time course of delayed match-to-sample task. To obtain a
reward, monkeys had to discriminate the orientation of the sample and
test stimuli and make a go or no-go response depending on whether the
surface orientations of the sample and test stimuli were the same or
different. Duration of stimulus presentation was about 1 s, and that of
delay between sample and test stimulus presentations was about 2 s.
When the test stimulus matched the sample, monkeys had to make a go
response; when the test stimulus did not match the sample, they had to
make a no-go response. FS � fixation spot. (B) Texture pattern with dot

elements (dot-TP). Surface orientation of backward inclination (270° tilt)
is defined by texture gradient of dot elements. By rotating the figure
counterclockwise around the z axis, the surface orientation varies as right
side nearer (0° tilt), forward (90° tilt), and left side nearer (180° tilt).
Dot-TP had texture spacing cues and texture element size and shape cues
for 3D orientation. Line-TP had perspective cues as well as texture
spacing cues. (C) Schematic indicating the location of CIP. The intrapa-
rietal sulcus (ips), lunate sulcus (lu), and parietooccipital sulcus (po) are
unfolded. CIP is located between areas LIP and V3A.

 

Fig. 2. (A) Responses of a texture gradient–sensitive neuron (22) to dot-TP
(top row), line-TP (middle row), and RDS (bottom row) aligned at the onset
of sample stimulus presentation. Responses to three orientations are shown,
although responses to nine orientations were recorded. Bars below
histograms indicate stimulus presentation duration. Insets above
rasters indicate stimuli presented: dashed lines and arrows in RDS
schematically represent the surface orientation and surface normal

caused by binocular disparity, respectively. Numbers at the top left of rasters
indicate tilt angle. FP indicates frontoparallel orientation. (B) Scatter plots of
preferred orientations with different types of stimulus (left column) and
distribution histograms of the preferred orienta-tion difference (right
column). Data for dot-TP versus line-TP are shown in the top row, and
those for dot-TP versus RDS are shown in the bottom row. In scatter
plots, each dot represents an individual neuron.

R E P O R T S

11 OCTOBER 2002 VOL 298 SCIENCE www.sciencemag.org410



disparity signals have been found in the pa-
rietal (11, 12) and temporal (13, 14) associ-
ation cortices. However, binocular disparity
is not the only cue for depth perception,
because we can perceive depth even with one
eye closed. Gibson (15) has proposed that
texture gradient is an important cue for depth
perception comparable to binocular disparity.
This hypothesis has been supported by psy-
chophysical (16) and computational (17)
studies. However, there have been few neu-
rophysiological data concerning the neural
correlates for the perception of depth from
texture gradient cues (18). The purpose of
this study was to examine how texture gradi-
ent cues are processed to reconstruct 3D rep-
resentations of visual stimuli.

We trained two male monkeys (Macaca
fuscata) to perform a delayed-match-to-sam-
ple (Fig. 1A) of 3D surface orientation by
using the stimulus sets of texture pattern
without disparity (Fig. 1B) and a random-dot
stereogram (RDS) independently (19). Dur-
ing task performance, we recorded single-
unit activities in the caudal part of the lateral
bank of intraparietal sulcus (Fig. 1C, area
CIP), where we previously had found a group
of neurons selective to a 3D surface orienta-
tion of a flat surface defined by binocular
disparity (11, 12, 20, 21). We recorded 50
neurons during performance of the matching
task with texture patterns (TPs) with dot
elements (dot-TPs); 70% (35/50) of them
showed selective response to a texture gradi-
ent of dot-TPs. Figure 2A shows the activity
of a texture gradient–sensitive neuron (22).
This neuron showed selective response to the
texture gradient of dot-TP defining 0° tilt, or
right-side-nearer orientation (top row). When
this neuron was further tested with another
set of texture patterns, TP with line elements
(line-TP), it again showed selectivity to 0° tilt
(middle row). As shown in this example, 81%
(13/16) of the texture gradient–sensitive neu-
rons tested with additional line-TPs respond-
ed selectively. In these neurons, orientation
selectivity was highly correlated (r � 0.925;
P � 0.001) between line-TP and dot-TP (Fig.
2B, top row). The difference of preferred
orientation between two conditions was �45°
in all these neurons. Therefore, texture gra-
dient–sensitive neurons were not responding
to the local feature of texture patterns per se
but were specifically responding to the gradient
signals extracted from the texture patterns. The
representative neuron also responded to RDSs

and again showed selectivity to the disparity
gradient defining 0° tilt (Fig. 2A, bottom row).
Similar to this neuron, 77% (27/35) of texture
gradient–sensitive neurons showed selectivity
to a 3D surface orientation defined by disparity
gradients of RDS. In these neurons, orientation
selectivity was significantly correlated (r �
0.566; P � 0.001) between dot-TP and RDS
(Fig. 2B, bottom row). Distribution of the dif-
ference of preferred orientation between two
conditions was highly concentrated to �45°
(chi-square test; P � 0.001). These neurons
may integrate texture and disparity gradient
signals to construct a generalized representation
of a 3D surface orientation.

The graphs in Fig. 3 show the average
responses of neurons selective to the surface
orientation of dot-TP, line-TP, and RDS. For
each type of stimulus set, the Gaussian curve
could be fitted to average responses to eight
orientations with high regression coefficients.
To compare the tuning sharpness for each
stimulus set, the angular deviation S, which
corresponds to the standard deviation in the
normal distribution, was calculated and aver-
aged over neurons. The mean S values of all
dot-TP-, line-TP-, and RDS-selective neurons
were 71.3, 70.0, and 69.3, respectively, and
those of 11 neurons that were selective to all
types of stimuli were 68.7, 69.4, and 73.0,
respectively. The averaged S values did not
differ significantly among different types of
stimuli in either case (Student’s t test; P �

0.10). Thus, the neural coding of surface
orientation based on texture gradient was as
precise as that based on disparity gradient in
CIP neurons.

After the unit recording, we conducted a
behavioral test to confirm that monkeys
perceive depth from texture gradient. Al-
though psychophysical studies suggest that
humans perceive depth from texture gradi-
ent (15–17 ), there are few data to suggest
that animals, including monkeys, perceive
depth from texture gradient as humans do.
This behavioral control is important, be-
cause texture gradient is a somewhat more
ambiguous cue for depth than binocular
disparity. Texture per se cannot be a cue for
depth; it can be a cue for depth only after its
gradients have been detected. We trained
monkeys to cross-match the surface orien-
tations defined by texture and disparity gra-
dients by using TPs without any disparity
as sample stimuli and RDSs as test stimuli
(19). Figure 4 shows the success rate in the
learning and test sessions of the cross-
matching of two monkeys. In the learning
sessions, the performance improved gradu-
ally and reached a �80% success rate after
extensive training. In the test sessions, the
monkeys performed the task with a success
rate significantly higher than the chance
level even in the first block and showed
immediate progress of performance up to a
�80% success rate in the following blocks.
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Fig. 3. Average re-
sponses to nine orien-
tations of neurons se-
lective to the surface
orientation of dot-TP
(top), line-TP (middle),
and RDS (bottom).
Data averaged across
all neurons available for
a given stimulus type
are shown in the left
column, and those av-
eraged across 11 neu-
rons that displayed
surface orientation se-
lectivity in all three
stimulus types are
shown in the right col-
umn. In calculating the
average response, we
averaged the activity of
each neuron with ori-
entation of the stron-
gest response realigned
as 0° tilt separately for
each stimulus type. FP
on the abscissa indi-
cates frontoparallel ori-
entation. Error bars in-
dicate SE. Gaussian
curve was fitted to the
graphs with high re-
gression coefficients
(r � 0.95 and goodness
of fit P� 0.99 for every
graph).
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After learning the task rule, the monkeys
could thus correctly perform the cross-
matching of texture and disparity gradients
even with novel orientations (tests 1 and 3)
and patterns (tests 2 and 3) without train-
ing. Monkeys regarded texture and dispar-
ity gradients as equivalent depth cues, and
they perceived a 3D surface orientation
from texture gradient cues.

We found that texture gradient is an
important cue for perceiving a 3D surface
orientation for monkeys as well as humans
and that neurons in CIP play a critical role
in perceiving a 3D surface orientation from
texture gradient. This may be the first sin-
gle-unit level demonstration of the neural
basis of the 3D visual perception based on
texture gradient, as suggested by Gibson
(15). As a neural correlate of 3D vision
based on monocular pictorial cues, we have
already found that some surface orienta-
tion–selective neurons in CIP show sensi-
tivity to linear perspective (12). However,
this sensitivity was relatively weak, which
may be due to the ambiguity of the linear
perspective cues used in the experiment.
We also found in this study that most tex-
ture gradient–sensitive neurons in CIP were
sensitive to disparity gradient (23) and that
the preferences of each neuron for texture
and disparity gradients were almost the
same in terms of surface tilt, suggesting
that they integrate texture and disparity
gradient signals to construct a generalized

representation of 3D surface orientation.
Thus, we assume that CIP is part of the
cortical circuit that is specialized for 3D
vision. Recent functional imaging studies
of monkeys and humans support this no-
tion. In monkeys, LOP, a region corre-
sponding to CIP, was activated during the
presentation of 3D shapes defined by tex-
ture gradient as well as motion parallax
(24 ). In humans, the caudal intraparietal
area, a human homolog of CIP, was acti-
vated when subjects attended to a 3D visual
feature defined by texture gradients (25)
and other kinds of depth cues (26, 27 ).
However, it is uncertain how texture gradi-
ent signals are processed before they reach
CIP. As for binocular disparity signals,
neurons sensitive to absolute binocular dis-
parity have been found in the monkey stri-
ate (4–7 ) and extrastriate (6–10) cortices.
Particularly in V3, neurons were found to
be in a columnar organization based on
absolute binocular disparity (9). Because an
anatomical study suggested that CIP re-
ceives fiber projections from V3 and V3A
(28), CIP may depend on these areas for
input of binocular disparity information.
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Fig. 4. Learning curve
for cross-matching of
TP and RDS by two
monkeys. Each dot rep-
resents success rate in
a block of 50 trials.
Dotted lines indicate
the limit of success
rates above the chance
level (chi-square test;
P� 0.05) for one block.
Concentric circles indi-
cate the first block of
each test session. In
these test sessions,
success and error trials
were all reinforced to
examine monkeys’ per-
formance in the ab-
sence of correct/error
feedback. Note that af-
ter the learning session,
the monkeys could per-
form the task with a
success rate above the
chance level even in
the first block of each
test session. Monkey 2
performed better in the
test session with diag-
onal orientations (test
2) than in those with
oblique orientations (tests 1 and 3), suggesting that the transfer of learning depended more on surface
orientation than on texture pattern.
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Material and methods 

Two male Japanese monkeys (Macaca Fuscata) were used as subjects (monkeys #1 and 2) 

of this study. Throughout the experiments, the monkeys were treated in accordance with the NIH 

Guide for Care and Use of Laboratory Animals. The apparatus, techniques for single-unit recording 

and eye movement monitoring, and the procedure for neuronal data analysis were the same as those 

described previously (S1). For stimulus presentations, a stereoscopic display with a liquid-crystal 

polarized filter was used. All stimuli were depicted in red and black, and were presented through a 

circular window (35° in diameter) attached to the display. 

Stimulus 

Stimulus sets of texture pattern (TP) with dot elements (dot-TP, Fig. 1B) and random-dot 

stereogram (RDS) were used for two monkeys, and an additional stimulus set of texture pattern with 

line elements (line-TP) was used for monkey #2. Stimulus sets of TP were presented dichoptically on 

a stereoscopic display, but without any binocular disparity. Each stimulus set consisted of nine 

orientations, a surface in a frontoparallel plane and surfaces in eight different orientations that were 

slanted 45° against the frontoparallel plane and rotated every 45° around the sagittal axis. We used 

Stevens’ (S2) definition of the direction of slant as “tilt”, so that the tilt of the slanted plate ranged 

from 0 to 315° at 45° intervals. Monkeys were initially trained to perform a 

delayed-match-to-sample task of 3D surface orientation with dot-TP, RDS (monkeys #1 and 2), and 
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line-TP (monkey #2). After completion of the training, monkeys served as subjects of single-unit 

recording experiments lasting for approximately 6 months. During the single-unit recording, each 

stimulus set was used in a blocked manner. Each block usually consisted of 45 trials. As an 

additional stimulus set, a dot-TP was presented with binocular disparity so that the surface 

orientation defined by texture and disparity gradients would correspond. A stimulus set of line-TP 

was never presented with disparity. 

Single unit recording and off-line data analysis 

In this study, neuronal responses to the sample stimulus in successful trials only were analyzed. 

To examine whether a neuron was visually responsive, activities during 500-ms pre-stimulus and 

stimulus presentation periods were compared using Student’s t-test (p < 0.05) for each orientation. If 

the result of t-test was significant at least in one orientation, the neuron was determined to be 

visually responsive. For a visually responsive neuron, selectivity to surface orientation was tested by 

comparing the responses to eight orientations, excluding frontoparallel orientation, using the 

Rayleigh test (S3). 

The response frequencies for eight different orientations were converted into vectors (rr 0, 1... 7 

for 0, 45... 315° tilt) so that the vector angle corresponded to the surface tilt and the vector length 

corresponded to the response frequency. The preferred orientation (tilt) was obtained by calculating 

the direction of the sum vector ( rrΣ ). For the index of the tuning sharpness, we used the angular 
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deviation S, which is equivalent to the standard deviation in linear statistics. The angular deviation S 

was calculated using 

rrR rr
ΣΣ= /  and 

( ) ( )[ ] 2/112/180 RS −= π  

where rrΣ  is the length of the sum vector, rrΣ  is the sum length of each vector, and S is the 

angular deviation in degrees. 

Responses to nine orientations of each stimulus set were averaged across selective neurons 

with the strongest response re-aligned as 0° tilt (Fig. 3). Gaussian curve was fitted to the data by 

chi-square method, according to following equation: 

( ) ( ){ } bxaxf ii +−= 2/5.0exp σ  

where ( )ixf  is discharge frequency with surface tilt ix , b is baseline response (average of  

responses to the orientation which is diagonal to the preferred orientation and responses to 

orientations which are adjacent to the diagonal orientation), and a and σ as regression coefficients. 

Behavioral test of TP-RDS cross matching 

After the single unit recording, behavioral test was attempted to confirm that monkeys 

perceive depth from texture gradient. Monkeys were trained to cross-match the surface orientations 

defined by texture and disparity gradients using TPs without any disparity as sample stimuli and 

RDSs as test stimuli. To perform this cross-matching correctly, monkeys had to ignore the 2D 
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features of TPs and RDSs, and attend to the 3D surface orientation defined by texture gradient and 

disparity gradient. As we had expected, the monkeys initially could not perform the task correctly. 

Almost all of their mistakes at that time were judging ‘different’ when the orientations defined by TP 

and RDS were ‘the same’, suggesting that the monkeys were performing the discrimination based on 

the 2D features of stimuli. Therefore, we intended to make monkeys learn the rule of the task using 

only diagonal orientations of TP with dot elements (dot-TP) and RDS (rule learning session), and see 

whether this learning is transferred to the cross-matching of oblique orientations of dot-TP and RDS 

(test session). Only in the initial stage of the learning session with monkey #1, disparity was added 

to dot-TPs in order to facilitate learning (data not shown). After the monkeys attained constant >80% 

success rates, the test session was started. The monkeys were tested with oblique orientations of 

dot-TP and RDS (Test 1). For monkey #2, cross-matching of diagonal and oblique orientations of TP 

with line elements (line-TP) and RDS was also required as test sessions (diagonal: Test 2, oblique: 

Test 3). In the initial block of each test session, all trials including error trials were rewarded, in 

order to examine monkeys’ performance without correct/error feed back. In the following blocks, 

only success trials were rewarded as ordinary blocks. 
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Supporting figure 

 

 

Fig. S1.  Activities of a texture-gradient selective neuron. Responses to nine orientations of dot-TP 

(A) and line-TP (B) are shown. Bars below histograms indicate stimulus presentation duration. Insets 

above rasters indicate the stimuli presented. Numbers at the top left of the rasters indicate tilt angle 

in degree. FP indicates the frontoparallel orientation. This neuron showed selective response to the 

texture gradient of forward tilt (90° tilt), regardless of the difference of texture pattern. 
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unique shape and orientation, are all essen-
tial components for understanding tooth for-
mation in these worms.

The discovery of magnetite in the teeth
of chitons initiated a series of investiga-
tions that contributed significantly to our
understanding of basic processes of bio-
mineralization. The discovery of this copper
chloride mineral in the teeth of another in-
vertebrate may well do the same. There is

still much to learn about the mechanisms in-
volved in controlled mineral formation.
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I
nformation in the visual system starts
out as a two-dimensional (2D) pattern of
neural activity across the retina. Yet the

world we perceive is three-dimensional
(3D). The neural mechanisms for recon-
structing this 3D reality from 2D sensory
inputs have long fascinated scientists.
Much research has focused on stereopsis
inferring depth position from small image
disparities between the right and left eyes.
Neurons in the primary visual cortex (V1),
V2, and many other visu-
al areas are sensitive to
such disparities, provid-
ing the signals that enable
us to perceive depth
stereoscopically (1–3).
However, even without
stereopsis—for example,
when viewing photo-
graphs or movies—we
still obtain vivid impres-
sions of depth. This kind
of nonstereoscopic 3D
perception depends on
other cues such as shad-
ing, perspective, texture
gradients, and motion
parallax. Two articles in
this issue, one by Tsutsui
et al. on page 409 (4) and one by Vanduffel
et al. on page 413 (5), break new ground in
understanding how the brain uses such
cues to infer 3D structure.

Tsutsui and colleagues (4) used elec-
trophysiological recording to study re-
sponses of single neurons in the caudal in-
traparietal sulcus (CIP) of the monkey
brain. CIP is part of the dorsal visual path-
way, which processes large-scale spatial
information. This group has already
shown that CIP neurons are tuned for 3D

surface orientation defined by stereoscop-
ic disparity and perspective cues (6, 7).
Here, they report that CIP neurons are also
sensitive to texture-based depth cues. Tex-
ture gradients convey 3D orientation
through gradual changes in the size,
shape, and spacing of small surface ele-
ments (see the figure).

One striking aspect of the Tsutsui et al.
results is that most cells showed identical
tuning for surfaces defined by texture gra-

dients and for surfaces defined by purely
stereoscopic cues. The figure shows how
texture and stereopsis suggest the same sur-
face orientation in different ways. The ma-
jority of CIP neurons tested with both of
these very different cues showed consistent
selectivity for the same surface orienta-
tions. Such convergence of coherent infor-
mation from different sources is unlikely to
occur by chance. Thus, these investigators
provide unusually strong evidence for CIP’s
involvement in 3D surface perception.

3D surface orientation tuning has also
been demonstrated in region MT/V5, another
dorsal visual pathway area, using random dot
stimuli with stereoscopic disparity (8) and
motion parallax (9) cues. In contrast, many

neurons in area V4, part of the object-related
ventral visual pathway, are tuned for the 3D
orientation of elongated stimuli (rectangular
bars) but not continuous surfaces (10). It may
be that the dorsal (spatial) pathway is special-
ized for representing 3D surfaces, which can
pertain to objects but can also define the
large-scale spatial structure of landscapes and
buildings. (The ground, for example, usually
slants away from the viewer in the direction
shown in the figure.) The ventral (object)
pathway may be more concerned with 3D
contours (edges and lines), which contain the
most information about object shape.

The importance of electrophysiological
studies in monkeys, exemplified by the
Tsutsui et al. work, lies partly in their impli-

cations for human vision.
Monkeys have long been
considered a good model
for human vision because
of their similar visual ca-
pacities and evolutionary
proximity. The relation-
ship has turned out to be
even closer, as shown by
functional magnetic reso-
nance imaging (fMRI)
studies of visually evoked
neural activity in humans.
These studies reveal a
similar arrangement of
retinotopic maps (that is,
retinal maps of visual
space) and specialized re-
sponses across the surface

of the visual cortex in the two species. As a
result, there is a strong case for homology
between monkey and human areas V1, V2,
V3, V3A, VP, V4v (ventral V4), and MT/V5
(11, 12). Thus, it is now possible to study de-
tailed neural mechanisms in the monkey and
point to specific areas of the human brain
where the same processing may occur.

Such cross-species comparisons usually
rely on electrophysiology in monkeys and
fMRI in humans. Vanduffel and col-
leagues, in their study of motion-based 3D
perception (5), have taken the more direct
approach of using fMRI on awake subjects
of both species. This has the obvious ad-
vantage of closer technical equivalence be-
tween experiments. It also overcomes the
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Texture

Right eye

Stereoscopic disparity

Left eye Right eye

Making 3D a reality. The figure shows how texture and stereopsis suggest the same

surface orientation in different ways. (Left) The gradual bottom-to-top decrease in tex-

ture element size and spacing implies that the surface is slanting away toward the top.

(Right) A random dot stereogram, with no changes in texture size or spacing, but with a

bottom-to-top gradient in dot position disparity (between the right and left eye im-

ages). Readers can either uncross their eyes to view the right pair of circles or cross their

eyes to view the left pair. This stereogram produces the same percept of surface slant.
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data limitations of monkey electrophysiol-
ogy, which is ideal for examining circuit-
level information processing but slow and
indirect for measuring neuronal population
activity in multiple brain areas. Vanduffel
et al. used this parallel fMRI approach to
show that organization of motion-based 3D
processing in monkeys and humans is part-
ly analogous, but also has some striking
dissimilarities that may reflect functional
differences in higher level visual areas.

The stimuli used by Vanduffel et al.
were “bent paper clip” figures undergoing
rotation in depth, which produces 2D im-
age transformations that convey 3D shape
(13) [see their online movie (5) or repro-
duce the phenomenon yourself by twirling
a bent paper clip and observing its shad-
ow]. The control stimuli were the same
bent paper clip figures translating back
and forth across the image plane. The
contrast between fMRI responses to 3D
rotation and 2D translation was used to
identify brain regions sensitive to 3D
shape-from-motion.

Vanduffel and colleagues report that sev-
eral areas are sensitive to 3D shape-from-
motion in both species: V2, V3, and MT/V5,
all of which are known to process motion
and depth information. In the monkey, FST
(fundus of the superior temporal sulcus) and
V4 also responded preferentially to 3D stim-
uli. Area FST has no identified homolog in
humans. Human V4 has been partially iden-
tified: The ventral portion (V4v), represent-
ing the upper visual field, has been localized
with retinotopic mapping (11, 12). Human
V4v does not appear to have been differen-
tially activated in this study. The expected lo-
cation for dorsal human V4 (V4d) would be
posterior to MT/V5, although retinotopic
mapping suggests that no V4d homolog
exists in this location (14). This area (la-
beled LOS by Vanduffel et al.) did respond
preferentially to motion-based 3D shape.
Previous fMRI studies have shown that this
region is also sensitive to motion-defined
boundaries (14–16).

The most striking interspecies differ-
ences were found in the intraparietal sul-
cus (IPS). There were four distinct foci in
human intraparietal cortex. These corre-
sponded to previously identified regions
sensitive to motion and shape-from-motion
(17, 18). In the monkey, no differential ac-
tivity was observed in IPS. The homology
between human and monkey parietal areas
is uncertain, but the complete lack of ac-
tivity in monkey IPS suggests a strong
species difference.

In contrast with these results, a previ-
ous study in anesthetized monkeys by
Sereno and colleagues (19) revealed sever-
al foci in the IPS with preferential re-
sponses to motion-based (and texture-

based) 3D shape. Sereno et al. also found
activity in middle and anterior STS (supe-
rior temporal sulcus), which Vanduffel et
al. did not. On the other hand, Vanduffel
et al .  found activity in V4, whereas
Sereno et al. did not. Some of these dis-
crepancies could reflect different signifi-
cance criteria. There are certainly differ-
ences between anesthetized and awake
visual responses, but one would expect
higher level visual areas in IPS and STS
to be less sensitive rather than more sensi-
tive to 3D structure under anesthesia. The
most likely cause for the widely dis-
crepant activation patterns is stimulus dif-
ferences. Sereno et al.’s shapes were com-
posed of surfaces (def ined by moving
dots), which may be more effective stim-
uli for dorsal pathway areas in IPS and
STS (upper bank) as discussed above.
Vanduffel et al. presented their subjects
with bent paper clip stimuli composed of
3D-oriented limbs, which may be more
effective for stimulating ventral pathway
areas like V4 (10).

More surprising are the discrepancies
between these two fMRI studies and a
number of electrophysiological studies, in-
cluding those by Tsutsui et al. There is
now electrophysiological evidence for 3D
surface orientation tuning in CIP (4, 6, 7)
(based on stereoscopic, texture gradient,
and perspective cues) and in MT/V5 (8, 9)
(based on stereoscopic and motion paral-
lax cues). There is also evidence for 3D
bar orientation tuning in V4 (10) (stereo-
scopic cues) and 3D shape tuning in IT
(inferotemporal) cortex (20, 21) (stereo-
scopic cues). MT/V5 has also been specif-
ically implicated in 3D shape-from-motion
processing (22). One might predict that
all of these areas would be differentially
sensitive to 2D versus 3D shapes, but on-
ly MT/V5 gave a positive result in both
fMRI experiments. The inconsistencies
could be due to depth cue differences the
fMRI studies were based on motion, where-
as the electrophysiological studies were
based on stereoscopic disparity, texture gra-
dients, and perspective. However, one
would expect that visual areas processing
3D structure would, like CIP, take advan-
tage of multiple cues (4, 6, 7).

The more general explanation for these
discrepancies may be that information pro-
cessing at the local circuit level does not
necessarily correlate with neuronal popu-
lation activity measured by fMRI. Electro-
physiology strongly indicates 3D process-
ing in CIP (4, 6, 7) and IT cortex (20, 21),
but this need not entail enhanced popula-
tion-level responses to 3D stimuli. If posi-
tive and negative response changes at the
local level balance out on a larger scale,
CIP and IT cortex would exhibit equiva-

lent overall responses to 2D and 3D stimuli,
as observed by Vanduffel and co-workers.

Conversely, differential population ac-
tivity does not necessarily imply any spe-
cif ic kind of information process-
ing preference for 3D stimuli does not
have to signify tuning for 3D structure. A
given area may represent non-3D informa-
tion but still respond best to 3D stimuli,
perhaps because they are more complex,
coherent, realistic, or object-like. Conclu-
sions about 3D processing depend on care-
ful controls (Vanduffel et al. specifically
controlled for the effects of 2D rotation
and expansion/contraction; Sereno et al.
controlled for local motion coherence and
2D boundary shape differences) and elec-
trophysiological confirmation at the local
circuit level.

All of this highlights the need for an
evolving interplay between large-scale
imaging studies (like that of Vanduffel et
al.) and f ine-scale analysis of neural
mechanisms (like that of Tsutsui et al.).
Imaging techniques can be used to assess
whole-brain activity, and they provide
the critical link between monkey and hu-
man vision. Electrophysiology addresses
circuit-level information processing and
remains important for interpreting the
population-level differences revealed by
fMRI. Every imaging result poses ques-
tions for a future electrophysiological ex-
periment, and vice versa. Imaging and
electrophysiological experiments with
equivalent stimuli and perceptual condi-
tions will be required to fully elucidate
how the brain constructs a 3D reality from
its 2D sensory inputs.
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