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In theoretical analyses of visual form perception, it is often assumed that the 3-dimensional struc-
tures of smoothly curved surfaces are perceptually represented as point-by-point mappings of metric
depth and/or orientation relative to the observer. This article describes an alternative theory in which
it is argued that our visual knowledge of smoothly curved surfaces can also be denned in terms of
local, nonmetric order relations. A fundamental prediction of this analysis is that relative depth
judgments between any two surface regions should be dramatically influenced by the monotonicity
of depth change (or lack of it) along the intervening portions of the surface through which they are
separated. This prediction is confirmed in a series of experiments using surfaces depicted with either
shading or texture. Additional experiments are reported, moreover, that demonstrate that smooth
occlusion contours are a primary source of information about the ordinal structure of a surface and
that the depth extrema in between contours can be optically specified by differences in luminance
at the points of occlusion.

For many higher organisms, including humans, a primary

source of knowledge about objects and events in the surround-

ing environment is provided by vision. Because of the ecological

importance of this knowledge, the processes of visual percep-

tion and cognition have been attracting a growing amount of

attention in recent years from researchers in a variety of fields.

There are two basic issues on which this research has primarily

been focused: (a) identification of the relevant parameters of

representation for visually based knowledge, and (b) determina-
tion of the specific sources of optical information from which it

is obtained.
Consider, for example, a recent theory of object recognition

by Biederman (1987) that addresses both of these issues. Ac-

cording to Biederman, most objects in the environment can be

adequately represented to achieve recognition using a limited

set of volumetric primitives, called geons, which are connected

to one another in simple combinations, in much the same way

that words can be composed from a relatively small alphabet of
phonemes. The optical information from which these geons are

perceptually specified is assumed to be based on easily measure-

able properties of image contours, such as the presence or ab-
sence of curvature, parallelism, or symmetry, and the cotermi-

nation of contours at vertices.

Biederman (1987) has pointed out that his analysis is re-
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stricted to concrete objects that have clearly defined volumetric

structures (e.g., lamps, airplanes, or elephants), but it is impor-

tant to keep in mind that there are some objects encountered

in nature that do not conform to this restriction. There are, in

particular, some continuous smoothly curved surfaces, such as

landscapes or patterns of rumpled cloth, that are not well suited

to a volumetric description. Although observers seem to have

little difficulty perceiving the three-dimensional structures of

these surfaces, the precise nature of their perceptual knowledge

has yet to be determined.

Local Orientation Maps

The first systematic analysis of the visual perception and cog-

nition of smoothly curved surfaces was presented almost 40

years ago by Gibson (1950). For parameters of representation,

Gibson proposed that our visual knowledge about the three-

dimensional structure of curved surfaces can be described as a

point-by-point mapping of depth and orientation for each local

surface region within the field of view (see, however, Gibson,

1979). This same type of representation was adopted many

years later by researchers in machine vision. Horn (1975,1977),

for example, in his pioneering work on shape from shading, de-

fined shape as a local orientation map (see also Lee & Rosen-

feld, 1985; Pentland, 1984; Stevens, 1981a, 1983; Witkin,

1981). A similar approach was adopted by Marr (1982) and

Marr and Nishihara (1978). They argued that these local map-

pings of depth and orientation form the representational basis

of our immediate perceptual awareness, and they named this

representation the 2 'A D sketch.

It is important to recognize that these theoretical analyses of

the structure of visual knowledge have important methodologi-

cal implications for empirical investigations of three-dimen-

sional form perception. In any psychophysical experiment, an

observer must be asked some question about the perceived
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Figure I. Shaded image of a smoothly curved surface used by Todd,
Reichel, and Mingolla (1986) to investigate judgments of local orienta-
tion. (On each trial a single point on the surface was designated with a
blinking light, and observers were required to estimate the local orienta-
tion at that point using a matching task. For many observers, the test-
retest reliability was quite poor, so that multiple judgments for each
individual point were often separated by large angular deviations.)

structure of a stimulus pattern. Which question to ask can only
be determined by the researcher's assumptions (either implicit
or explicit) about the salient dimensions of an observer's knowl-
edge. If it is assumed, for example, that our immediate aware-
ness of smoothly curved surfaces is best described as a local
orientation map, then the most sensible psychophysical proce-
dure for studying the perception of smoothly curved surfaces
would involve judgments of local orientation.

This type of reasoning has provided the theoretical founda-
tion for several recent experiments on the visual perception of
surface shape from shading. In one such experiment by Min-
golla and Todd (1986), observers were required to make numer-
ical estimates of local orientation (i.e., slant and tilt) for selected
points on computer-simulated ellipsoid surfaces with variable
reflectance and illumination. Several variations of this proce-
dure have also been examined by Todd, Reichel, and Mingolla
(1986), including the replacement of numerical judgments with
a matching task and the use of more complicated surface struc-
tures, such as the one shown in Figure 1. The same basic pattern
of results is obtained in all of these variations: (a) Observers
systematically underestimate slant, as if the depicted surface
were perceptually flattened into the plane of the display screen.
(b) Almost all of the observers report that these tasks are quite
difficult and that they have little confidence in their judgments.
(c) This assessment is confirmed, moreover, by objective mea-
sures of test-retest reliability. When multiple orientation judg-
ments are obtained for a given surface region within a single
experimental session, the average angular deviation of these
judgments can be as large as 10°.

Similar results have also been obtained for the visual percep-
tion of shape from texture. Following the original work of Gib-
son (1950), there have been numerous experiments reported in

the literature in which observers have judged the absolute slants
of planar surfaces (see Braunstein, 1976, for an excellent re-
view). The results of this research show clearly that observers'
slant judgments can be highly unreliable and that they tend to
be systematically underestimated (see, however, Stevens, 1983;
Stevens & Brookes, 1987). This is also true for the judged metric
depths of curved ellipsoid surfaces (Todd & Akerstrom, 1987),
although it is interesting to note that observers are quite good
at nonmetric discriminations between curved and flat (Cutting
&Millard, 1984).

When considered as a whole, these results cast serious doubt
on the widely held view that local mappings of depth or orienta-
tion are the primary form of representation for the visual per-
ception and cognition of smoothly curved surfaces. Although
human observers clearly have some degree of visual knowledge
about local depths and orientations, the evidence suggests that
this knowledge may be surprisingly coarse-grained. Moreover,
when we contrast these findings with the compelling impres-
sions of three-dimensional form that are often experienced
from shaded or textured images of curved surfaces (e.g., see Fig-
ure 1), it is reasonable to speculate that much of our perceptual
awareness may involve other, more abstract forms of visual
knowledge.

Nonmetric Descriptions of Surface Shape

The most common alternative to local mappings of depth
and/or orientation in the theoretical analysis of three-dimen-
sional form perception is to decompose an observed object into
a relatively small set of categorically distinct parts. There have
been several variations of this approach described in the litera-
ture. For example, one possible strategy proposed by Koender-
ink and van Doom (1976, 1980, 1982; see also Koenderink,
1984; Richards, Koenderink, & Hoffman, 1987; Stevens,
1981b) is to decompose a surface into bounded regions of posi-
tive (elliptic), negative (hyperbolic), or zero (parabolic) Gauss-
ian curvature (see Figure 2). Koenderink and van Doom have
demonstrated mathematically that the local Gaussian curva-
ture of a surface can be optically specified by certain types of
image features such as smooth occlusion contours or singular
points within the field of image intensity. Another strategy pro-
posed by Hoffman and Richards (1984) and by Beusmans,
Hoffman, and Bennett (1987) is to divide a surface into parts at
loci of negative minima along lines of principal curvature. It is
also possible in certain instances to decompose a surface using
volumetric primitives as suggested by Biederman (1987).

To better appreciate how these approaches contrast with local
mappings of depth or orientation, it is useful to consider a row
of neighboring surface regions as schematically represented in
Figure 3. Note in the figure that for a metric description of depth
or orientation, each region would be assigned one or more num-
bers (e.g., representing depth, slant, or tilt) whose possible val-
ues would form a ratio scale (i.e., a surface region with a depth
of 20 units would be twice as distant from the point of observa-
tion as some other region with a depth of only 10 units). For a
nominal description of Gaussian curvature, in contrast, each
region would be assigned to one of three nominal categories,
labeled positive (elliptic), negative (hyperbolic), or zero (para-
bolic).
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From a purely functional point of view, each of these descrip-

tive frameworks has some specific advantages and limitations.

The primary selling point for a metric description of depth or

orientation is that it is able to represent the three-dimensional

structure of a visible surface with arbitrary precision. Its pri-

mary disadvantage is its instability; when a surface moves rela-

tive to the observer (or vice versa), the values assigned to each

individual surface region would be changing continuously. A

nominal description of nonmetric Gaussian curvature has the

opposite properties. Because it provides an intrinsic measure of

surface structure, it is invariant over changes in viewing posi-

tion. Its primary disadvantage is its lack of precision. Indeed,

there are a wide variety of easily discriminable objects, such as

spheres and ellipsoids, in which patterns of Gaussian curvature

are identical.

Because neither of these methods of description seem to cap-

ture all of the essential characteristics of an observer's percep-

tual knowledge, we have recently begun to consider a third form

of visual representation involving ordinal descriptions of sur-

face structure. The basic idea, as shown in Figure 3, is to map

out the order relations of depth and/or orientation among

neighboring surface regions. This produces an intermediate

level of representation—a form of compromise solution that

balances the relative strengths and weaknesses of metric and

nominal descriptions.

Our proposed analysis of ordinal structure has two important

properties that need to be emphasized. First, the relevant depth-

order relations are defined with respect to the point of observa-

tion within a viewer-centered coordinate system. An ordinal de-

scription is similar in this respect to local mappings of depth or

Metric

Figure 2. Three curved surfaces with different Gaussian curvatures.

(The contours on each surface depict lines of principal curvature, which
lie in the directions of maximum and minimum change in surface ori-
entation. The principal curvatures at each surface point can be metri-

cally represented along a ratio scale, so that convexities have positive
values and concavities have negative values. The metric Gaussian curva-
ture at a point is the product of its two principal curvatures. The non-
metric Gaussian curvature is simply the sign of this product: A positive

[elliptic] Gaussian curvature occurs when the principal curvatures are
both concave or both convex; a negative [hyperbolic] Gaussian curva-
ture occurs when one of the principal curvatures is concave, whereas
the other is convex; and a zero [parabolic] Gaussian curvature occurs
when one or both of the principal curvatures are zero. These three sur-
faces are designed to exemplify each of these categories. From left to
right, the depicted objects include an elliptic surface, a parabolic sur-
face, and a hyperbolic surface.

Nominal

Ordinal

Figure 3. Alternative representations for a row of neighboring surface
regions. (For a metric representation of egocentric depth, as proposed
by Marr, 1982, each region would be assigned a numeric value specify-
ing its distance from the point of observation. For a nominal representa-
tion of nonmetric Gaussian curvature, as proposed by Koenderink &

van Doom, 1976,1980,1982, each region would be assigned to one of
three possible categories labeled elliptic (E), hyperbolic (H), or parabolic

(P). For an ordinal representation of egocentric depth as proposed by
the present article, each pair of neighboring surface regions would be
labeled in terms of which region is closest to the point of observation.
As shown in Figure 3, each arrow points in the direction of decreasing
depth.)

orientation, but it contrasts sharply with object-centered de-

scriptions of intrinsic surface structure such as those proposed

by Koenderink and van Doom (1976, 1980, 1982). Because of

this viewer-centered frame of reference, the depth-order rela-

tion between any two surface regions need not remain invariant

over changes in viewing position. However, the global pattern of

these relations throughout an entire image will generally exhibit

a high level of stability. (This will be considered in more detail

in the discussion of Experiment 3.)

The second important property of our proposed analysis of

ordinal structure is that the depth-order relations on which it is

based are only defined for adjacent regions within an arbitrarily

small neighborhood. This too has some significant conse-

quences. Suppose, for example, that we wish to determine the

ordinal depth relation between two visible surface regions, RI

and Rn, that are not locally adjacent to one another. If an ob-

server had knowledge of the metric depths of the surface, then

this type of judgment would be quite trivial. The problem is

more difficult, however, using a local representation of ordinal

depth. The relative depths of R, and Rn can only be determined

in that case if there is a continuous chain of intervening regions

that are ordinally transitive (i.e., if RI <R 2 <R 3 . . . <Rn,then
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R, < Rn). If this restriction is violated (i.e., R, < R2 < R 3 . . , >
Rn), then the relative depths of RI and Rn cannot be determined
from an ordinal representation without providing some addi-
tional information.

To avoid having to search among the infinity of possible paths
between two depicted surface points in a visual image, we will
restrict our analysis of ordinal transitivity to the one path that
projects to a linear segment in the image plane. Consider, for
example, the regions highlighted by small black dots in the
shaded images of smoothly curved surfaces presented in Figure
4. The two dots in the upper figure mark a pair of surface re-
gions that are ordinally transitive: Moving between them in a
straight line from right to left, the depicted surface depth de-
creases monotonically, so that each successive position is closer
to the point of observation than is its preceding neighbor. Thus,
for these regions, an ordinal description of the depicted surface
is sufficient to determine their relative depths. The two small
dots on the lower figure, in contrast, mark a pair of surface re-
gions that are ordinally intransitive: Moving between these
points in a straight line produces a nonmonotonic change in
the depicted surface depth, and our proposed ordinal represen-
tation would therefore be inadequate to determine which region
is closest to the point of observation.

Could an ordinal description of surface structure as outlined
above have any psychological relevance to the processes of vi-
sual perception and cognition? The research described in the
present article began as an effort to address this issue. Our ini-
tial investigation was focused on a strong empirical prediction
from the preceding analysis: If human observers use ordinal
knowledge of smoothly curved surfaces for judgments of rela-
tive depth, then ordinally transitive surface regions should be
much easier to judge than ordinally intransitive surface regions.
Experiment 1 was designed specifically to test this hypothesis.

mathematically defined surfaces were depicted under parallel projec-
tion at a 40* slant from the image plane.

The intensity (1) of each picture element was determined with seven-
bit precision using the following equation:

1= 128(L-N),

where L is a unit vector in the direction of the light source, and N is a
unit vector that is perpendicular to the surface at the depicted point (see
Todd & Mingolla, 1983). This relation is a reasonable approximation
of how light reflects from a pure mane (Lambertian) surface. The pat-
tern of illumination in each display simulated an infinitely distant point
light source at a 20" angle directly above the simulated direction of view.

Using an exhaustive search over the large-scale surface, 36 horizon-

Experiment 1

Method

Subjects. Subjects were 6 Brandeis graduate students who volun-
teered to participate in the experiment.

Apparatus. Stimuli were produced using a Lex-90 graphics system
and were displayed on a 19-in. (48.5-cm) color monitor. Observers
viewed the displays binocularly at a distance of approximately 115 cm
(about 3.8 ft). The stimuli were presented in a rectangular region of the
display screen that was 33 cm (13 in.) along the horizontal axis and 26
cm (10.2 in.) along the vertical axis. The spatial resolution within this
viewing window was 640 X 512 pixels. Head movements were not re-
stricted.

Stimuli. On each trial, observers were presented with one of the two
images of smoothly curved surfaces depicted in Figure 4. The surfaces
were generated using a Cartesian coordinate system (X, Y, Z), where X
and Y were aligned with the horizontal and vertical axes of the display
screen and Z was perpendicular to the screen in depth. For the large-
scale surface at the bottom of Figure 4, the depth at each point was
determined initially by the following equation:

Z = a cos(r*y w),

where r = \X2 + y3, a = 100, and w = 100. An identical equation was
also used for the small-scale surface at the top of Figure 4, except that
there was a 25% reduction in its amplitude and period (i.e., a = 75 and
w = 75). In the actual stimulus displays (as shown in Figure 4), these

Figure 4. Two shaded images of smoothly curved surfaces used in Ex-
periment 1. (The two small dots on the upper, small-scale surface are
ordinally transitive, whereas the two dots in the lower; large-scale surface
are ordinally intransitive. Note that the relative depth is much easier to
discern for the upper pair of dots, even though their metric depth differ-
ence is 25% smaller.)



ORDINAL STRUCTURE 647

tally aligned point pairs were selected for use in a relative depth-judg-

ment task. One half of these pairs were ordinally transitive, whereas the

remaining half were ordinally intransitive. These two sets of point pairs

were perfectly matched for their horizontal separations in the image

plane and for their simulated separations in depth. There were three
possible horizontal separations of 50,75, and 100 pixels, and three pos-

sible depth separations of 25,50, and 75 pixels. Bar each combination of

transitivity, horizontal separation, and depth separation, two exemplars

were selected from the total set of possible pairings. This selection was

constrained so that the pairs would be balanced in terms of which point

(right or left) was closest to the observer in depth and would be evenly

distributed over the visible surface. Because the images were bilaterally

symmetric, moreover, additional variation was achieved by presenting

each point pair with equal frequency at two possible locations on either

side of the display. The same sample of 36 point pairs was also used for
the small-scale surface, although it is important to note that as a result

of the scale change, their spatial separations were reduced by 25%, both

horizontally and in depth.

Procedure. Each trial of the experiment began with a countdown

against a homogeneous black background: In 1-s intervals, the number

3 was displayed, followed by the number 2, followed by a single pair of

small red dots presented in isolation, which allowed the observers to
direct their gaze to the appropriate region of the display screen. Follow-

ing this countdown the two small dots remained in view, but the back-

ground was replaced abruptly by a single shaded image of a smoothly

curved surface (see Figure 4). Observers were required to indicate which

of the two surface regions marked by the dots (right or left) appeared

closest in depth. They were instructed to respond as rapidly as possible,

without sacrificing accuracy, by pressing one of two response keys on
the computer keyboard. The depicted surface remained on the screen

with the two red dots until an appropriate response was recorded. No

feedback about the accuracy of their responses was provided until after
the experiment was completed.

All 72 possible point pairs (2 exemplars X 2 types of transitivity X 3

horizontal separations X 3 depth separations X 2 surface scales) were

presented four times each over two experimental sessions. The observers
were given 20 trials of practice at the beginning of the first session to

familiarize themselves with the procedure. All of them reported at the

conclusion of this practice that the task was straightforward and that

they were highly confident in the accuracy of their judgments.

Results and Discussion

Our primary goal in designing Experiment 1 was to compare
observers' relative depth judgments for ordinally transitive and
ordinally intransitive surface regions. Although none of the ob-
servers reported having consciously noticed this particular
stimulus manipulation until it was explicitly pointed out to
them, its effect on their performance was quite dramatic. For
the ordinally transitive point pairs, the observers were 98.0%
accurate, with an average response time of 719 ms. For the ordi-
nally intransitive point pairs, their accuracy was reduced to
88.3%, fU, 355) = 64.62, p < .001, and their average response
time was increased to 1,093 ms,.F(l, 355) = 414.57, p <.001.
Indeed, among all of the various stimulus manipulations in this
experiment, the ordinal transitivity of the point pairs was by far
the most significant determinant of the observers' performance,
accounting for 34% of the variance in accuracy between the
different point pairs and more than 68% of the variance in reac-
tion time.1

With respect to the other stimulus manipulations, perfor-
mance was improved slightly by increasing the depth separation
between the point pairs, f{2,355) = 4.29, p < .05, for the accu-

racy data, and F(2, 355) = 4.31, p < .05, for the reaction-time
data, or by decreasing their horizontal separation, F(2, 355) =
3.86, p < .05, for the accuracy data, and F(2,355) = 9.76, p <
.001, for the reaction-time data. All of these effects were quite
small, however, and accounted for less than 5% of the variance.
The average response time decreased significantly between the
first and second experimental sessions, f{\, 355) = 107.67, p <
.001, but there was no change in accuracy. The variation in sur-
face scale had no significant effect.

It is important to keep in mind when considering these results
that the ordinally transitive and ordinally intransitive point
pairs were perfectly matched for their horizontal separations in
the image plane and their simulated separations in depth. What
distinguished these conditions was the pattern of depth change
in the intervening surface regions between each pair of points.
That is to say, there were monotonic depth changes between the
ordinally transitive point pairs and nonmonotonic depth
changes between the ordinally intransitive point pairs.

We now examine how this difference would be expected to
affect performance for various types of visual representations.
One possibility to consider is that observers' perceptions of
smoothly curved surfaces are defined in terms of local map-
pings of absolute metric depth. To determine relative depth or-
der from this type of representation, it would only be necessary
to compare the depth values at the two marked locations. The
intervening pattern of depth change would be irrelevant. Alter-
natively, observers' perceptions could also be denned in terms
of local mappings of surface orientation or by relative metric
depth relations between adjacent regions in small local neigh-
borhoods. To determine the depth order of a pair of points using
either of these representations, it would be necessary to inte-
grate over the intervening surface regions through which they
are connected (cf. Stevens & Brookes, 1987). From the perspec-
tive of an information-processing analysis, it would be reason-
able to expect that the time required for performing this inte-
gration would be likely to increase with the spatial separation
between the two designated points. This hypothesis provides no
obvious explanations, however, for why the ordinal transitivity
of the intervening surface regions should have any effect at all
on either accuracy or reaction time.

Suppose, on the other hand, that visual knowledge of
smoothly curved surfaces is defined in terms of local depth-
order relations, so that neighboring surface regions are percep-
tually distinguished by which region is closer to the point of
observation, without specifying how much closer. Unlike the
other possibilities considered earlier, this hypothesis makes a
strong prediction about the effects of ordinal transitivity. In-
deed, with this type of ordinal representation, the relative depth
order of a spatially separated pair of points can only be deter-
mined if the intervening surface regions through which they are

' The accuracy and reaction-time data were analyzed separately using
a one-way analysis of variance (ANOVA) for the 72 different point pairs,

with a set of orthogonal planned comparisons to evaluate differences
among specific subgroups. Because all of these comparisons had the

same error term as in the overall ANOVA, their relative proportions of

the variance can easily be determined by a direct comparison of their
corresponding F values.
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Figure 5. Two patterns of image contours used in Experiment 2. (The
depicted surfaces are structurally identical to those shown in Figure 4
using patterns of shading.)

connected are ordinally transitive. We would therefore expect

that performance should deteriorate whenever this restriction

is violated—a prediction that was confirmed in the present ex-

periment by the reduced accuracy and increased reaction times

of the observers'judgments.

These findings provide strong evidence that local depth-order

relations can be of great importance to the visual perception of

smoothly curved surfaces, but there is also evidence to suggest

that observers are capable, if necessary, of basing their re-

sponses on other aspects of surface structure. Although perfor-

mance was significantly impaired for the ordinally intransitive

point pairs, the correct depth orders in that condition could still

be determined with more than 88% accuracy. One possible ex-

planation of this result is that visual images of smoothly curved

surfaces are perceptually analyzed at multiple levels of descrip-

tion, including a rapid fine-grained analysis of ordinal structure

and a much slower course-grained analysis of metric structure.

Within this framework, observers would presumably rely on

whichever analysis is most appropriate for the required judg-

ment.

Experiment 2

One relevant issue for interpreting the results of Experiment

1 concerns the domain of generality for the ordinal transitivity

effect. Is it, for example, restricted to patterns of image shading,

or does it reflect a more general property of visually based

knowledge? In Experiment 2, we attempted to address this issue

by examining an alternative method of depiction involving pat-

terns of image contours (see Figure 5).

Method

The same 6 observers who had participated in Experiment 1 again
volunteered their services.2 The apparatus, stimuli, and procedure were
identical in all respects to those used in the previous study, except that

the surfaces were depicted using patterns of image contours rather than
shading (see Figure 5). As described for Experiment 1, the depth Z of
each surface point was denned initially as a function of X and Y. Z =

f(Xt Y). A horizontally aligned contour on this surface could be defined
quite simply by holding Y constant at a fixed value Y,. A pattern of
contours was generated using multiple values of Y, in 10 pixel incre-

ments. These mathematically denned contours were then rotated 40*
with respect to the initial X, Y coordinate system in the plane of the
display screen. They were presented under parallel projection as black
lines against white background with their occluded portions removed.

Results

The results were remarkably similar to those obtained for

shaded surfaces in Experiment 1. For the ordinally transitive

point pairs, the observers were 98.3% accurate, with an average

response time of 542 ms. For the ordinally intransitive point

pairs, their accuracy was reduced to 86.8%, F(l, 355) = 67.97,

p < .001, and their average response time was increased to 988

ms, F[\, 355) = 579.59, p < .001. These effects accounted for

34% of the variance in accuracy between the different point

pairs and more than 76% of the variance in reaction time.

The effects of the other stimulus manipulations were also

similar to those obtained in Experiment 1. Performance was

improved by increasing the depth separation between the point

pairs, f\2, 355) = 3.8, p < .05, for the accuracy data, and F(2,

355) = 10.9, p < .001, for the reaction-time data, or by decreas-

ing their horizontal separation, P[2, 355) = 16.05, p < .001,

for the accuracy data, and F(2, 355) = 32.95, p < .001, for the

reaction-time data. The average response time decreased sig-

nificantly between the first and second experimental sessions,

F(l, 355) = 20.30, p < .001, but there was no change in accu-

racy. The variation in surface scale had no significant effect.

These results show clearly that the perceptual distinction be-

tween ordinally transitive and ordinally intransitive surface re-

gions is not restricted to shaded images and can occur over mul-

tiple methods of depiction. This conclusion has recently been

reinforced, moreover, in a closely related experiment by Todd

(1989), in which surfaces were depicted using patterns of optical

motion, with careful controls to eliminate all possible informa-

2 Because the same observers participated in several experiments,
they were not debriefed about the overall pattern of results or informed
of the authors' hypotheses until after the entire series of experiments
was completed.
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tion from shading or texture. Taken as a whole, these findings
provide strong evidence that local order relations are a funda-
mental parameter of description for visually based knowledge
in general, irrespective of the particular source of optical struc-
ture from which that knowledge is obtained.

Experiment 3

The remaining experiments in the present series were de-
signed to discover some of the specific stimulus variables by
which order relations are visually specified in patterns of image
shading. In Experiment 3, for example, we attempted to deter-
mine the minimum amounts of image structure that are re-
quired for accurate depth-order judgments.

Method

The apparatus and general procedure were identical to those used in
Experiments 1 and 2, and the same 6 observers again volunteered their
services. Two shaded images of smoothly curved surfaces — the one
shown in Figure 6 and its mirror reflection — were used as the basis for
all of the experimental displays. The observers never saw these images
in their entirety, however, because the displays were restricted to small
rectangular subregions that were randomly reposi tinned from their cor-
responding locations in the base image. There were four possible subre-
gion sizes of 0.88%, 3.52%, 7.90%, and 14.06% of the total image area
(see Figure 7).

In generating the depicted surface, the depth Z of each point was
defined as a function of X and K using the following series of equations:

200e|K!~f-If"51l)!l/(*00r),

and

Z= 150cos(nr/150) + gi

Figure 6. Shaded image of a complex surface used in Experiment 3.
(The observers never saw this surface in its entirety because the stimulus
displays were restricted to small rectangular subregions. See Figure 7.)

Figure 7, Four example subregions of variable size from Experiment 3.
(The two subregions on the left are from the attached contour condition.
The one on the upper right is from the unattached contour condition,
and the one on the lower right is from the no contour condition.)

The surface was then rotated 40° with respect to the initial X, Y coordi-
nate system. It was displayed under parallel projection with a simulated
pattern of illumination that formed a 20" slant with the image plane.

Using an exhaustive search over the image in Figure 6,400 cardinally
transitive point pairs were selected, so that their horizontal separations
would be 20 pixels and their depth separations would be between 6 and
23 pixels. On each trial, observers were presented with one of these
point pairs selected at random, within one of its four possible subre-
gions, at a randomly selected position on the display screen. An experi-
mental session consisted of 144 trials, and each observer participated in
two sessions.

Results and Discussion

It quickly became apparent while piloting this experiment
that the presence or absence of occlusion contours within each
subregion would have a large effect on the observer's perfor-
mance (cf. Ikeuchi & Horn, 1981). The occlusion contours of a
smoothly curved surface are defined mathematically as the set
of all visible points whose surface normals are perpendicular to
the observer's line of sight (see Koenderink & van Doom, 1976,
1982, for an elegant analysis of their mathematical properties).
To better appreciate how occlusions relate to ordinal structure,
it is useful to consider a planar cross-section of a smoothly
curved surface as schematically represented in Figure 8. Note
in Figure 8 that an occlusion contour separates a visible scene
into two distinct regions (labeled A and B) but that its relation-
ship with these regions is anisotropic—that is to say, the de-
picted occlusion point is attached'to region A but is unattached
to region B. As we move from an occlusion contour in an at-
tached region, the ordinal depth of the surface must decrease
monotonically until a depth minimum is reached. This need
not he the case, however, for an unattached region, as is exem-
plified in the figure.

In analyzing the results of the present experiment, each possi-
ble combination of point pair and subregion size was coded into
three separate categories: an attached contour condition, in
which a visible occlusion contour was attached to the area of the
depicted point pair (see Figure 7, left); an unattached contour
condition, in which occlusion contours were clearly visible but
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Region A

Occlusion
Point

Region B

Figure 8. An occlusion point separates a visible scene into two distinct
regions. (In this particular example, the occlusion point is attached to
Region A but is unattached to Region B. As we move from an occlusion

point in an attached region, the surface depth must decrease monotoni-
cally until a depth minimum is reached.)

were all unattached to the area of the depicted point pair (see

Figure 7, upper right); and a no contour condition, in which

there were no visible occlusion contours at all (see Figure 7,

lower right). It is important to note that these conditions did

not occur with equal frequency, inasmuch as the probability of

encompassing an occlusion contour varied with subregion size

(see Table 1).

Figures 9 and 10, respectively, show the accuracy and reac-

tion times of the observers' judgments as a function of subre-

gion size for all three occlusion categories. It is clear from these

data that the presence of unattached occlusion contours did not

improve performance relative to the no contour condition.3 The

attached contours, on the other hand, had a dramatic influence,

producing a significant increase in accuracy, .FU, 75) = 67.29,

p < .001, and a significant decrease in reaction time, F( 1,75) =

27.06, p < .001. The only other significant effect was a small

improvement in performance with increasing subregion size,

F(3, 75) = 6.89, p < .001, for the accuracy data, and jR[3,75) =

6.35, p< .001, for the reaction-time data.

The perceptual significance of attached occlusion contours,

as demonstrated by these results, can sometimes be observed

in an alternative manner by simply reorienting a surface. Two

relevant examples of this phenomenon are shown in Figure 11.

The surfaces depicted in these images are identical to those in

Table 1

Total Number of Trials Across All Six Observers for Each of

the Different Stimulus Combinations in Experiment 3

Subregion size (% of total area)

Condition 0.88 3.52 7.90 14.06

No contours
Unattached contours
Attached contours

225
117
90

57
190
185

15
187
230

0
107
325

o
O

<D
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80-
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40-

no contours
unattached
attached

10 15

Subregion Size (% Total Area)

Figure 9. Percentage of correct responses for 6 observers as a function
of subregion size for the three occlusion categories of Experiment 3.

Figures 1 and 4, but they are shown from a vantage point from

which there are no occlusions. When viewed from this particu-

lar perspective, the visual impression of a smoothly curved sur-

face is much less compelling.

Localization of Depth Extrema

Although occlusion contours may be a primary source of vi-

sual information about the ordinal structure of smoothly

curved surfaces, it is important to recognize that they cannot

be the sole basis of ordinal knowledge. Consider, for example,

the planar cross-section of a smoothly curved surface shown in

Figure 12. Note in Figure 12 that there are two occlusion

points, O, and O2. We know from the earlier discussion that the

ordinal depth of a surface must decrease monotonically as we

move from an occlusion point in an attached region, and that

this can provide perceptually salient information about the or-

dinal structure of the surface in the neighborhood of the occlu-

sion. A complete ordinal representation cannot be achieved,

however, without also identifying the depth extrema E,, E2, and

E3. These extremal points (i.e., the depth maxima and minima)

define the boundaries of ordinal transitivity in which a mono-

tonic depth change switches from positive to negative, or vice

versa. Their optical projections El, Ej and E'3, together with

those of the occlusion points O, and Oi, are both necessary and

sufficient for visually specifying the complete ordinal structure

of the depicted cross section.

3 Because of the empty cell in the no contour condition, the responses
from this condition were excluded from further statistical analyses.
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To better appreciate the lawful regularities of this type of or-
dinal representation, it is useful to consider the observed depth
extrema along a fixed linear path through visual space. Because
they are denned within a viewer-centered frame of reference,
the positions of the depth extrema along any such path would
be unlikely to remain invariant if the surface were moved rela-
tive to the point of observation. As noted in the introduction,
however, the overall pattern of depth-order relations would tend
to be highly stable. That is to say, the path would be partitioned
by its depth extrema into a small number of bounded, ordinally
transitive regions (cf. Hoffman & Richards, 1984), whose global
organization would remain relatively stable over time, except
for occasional accretions or deletions at points of occlusion.
The ordinal structure would be especially constrained in re-
gions bounded by attached occlusion points (e.g., see Figure
12), because the number of minima within such a region must
always be one greater than the number of maxima.

Because the construction of an accurate ordinal representa-
tion is largely dependent on localizing the depth extrema along
each surface cross-section, it is important to consider the spe-
cific sources of information for identifying their optical projec-
tions within a visual image. Surfaces depicted with patterns of
image shading are particularly problematic in this regard, be-
cause of potential variations in the direction of illumination.4

One relevant property of shaded images that is generally appli-
cable over a wide range of illumination conditions is that the
depth extrema (i.e., maxima and minima) along any surface
cross-section are often in one-to-one correspondence with the
luminance maxima on that cross-section.5 This might suggest,
as a working hypothesis, that perceived depth decreases mono-
tomcally from an attached occlusion contour and reverses di-
rection at each luminance maximum. There are, however, some

1400-1

.—. 1300
O
8
E 1200

•»—•

0
.i 1100

o 1000
u
CD

900

800-

no contours
unattached
attached

i
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Subregion Size (% Total Area)
Figure 10. The mean reaction times of 6 observers as a function of sub-
region size for the three occlusion categories of Experiment 3.

Figure 11. Two shaded images of smoothly curved surfaces as viewed
from a vantage point from which there are no occlusions. (Note in this
case that the visual impression of three-dimensional form is much less
compelling than when the same surfaces are viewed from a different
orientation as shown in Figures 1 and 4.)

serious difficulties with this strategy. Although they are often
numerically equivalent, the depth extrema and luminance max-
ima along any linear segment of an image will not in general
be spatially coincident unless the segment is orthogonal to the
direction of illumination. To the extent that this condition is

4 For other methods of depiction involving texture, motion, or stere-
opsis, the optical projections of the depth extrema can generally be de-
termined from the maxima and minima of measurable image properties
such as size, velocity, or disparity.

* This one-to-one correspondence breaks down if an image contains
sharp specular highlights or if there are multiple sources of illumination
that are widely separated in space.
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violated, the luminance maxima will be pulled farther and far-
ther from the depth extrema. Experiment 4 was designed, there-
fore, in an effort to determine how this affects observers' percep-
tions of three-dimensional form.

Experiment 4

Method

Subjects. Subjects were 5 observers who volunteered their services;
3 of the observers had also participated in Experiments 1,2, and 3.

Apparatus. Stimuli were produced using an Iris 3130 graphics work-
station and were displayed on a 19-in. (48.5-cm) color monitor. Observ-
ers viewed the displays binocularly at a distance of approximately 100
cm (about 3.4 ft). The stimuli were presented within a rectangular re-
gion of the display screen that was 36 cm (about 14 in.) along the hori-
zontal axis and 27 cm (about 11 in.) along the vertical axis. The spatial
resolution within this viewing window was 1,024 X 780 pixels. Head
movements were not restricted.

Stimuli, On each trial, observers were presented with a smoothly
shaded image of a computer-simulated ellipsoid surface such as those
shown in Figure 13 (see Mingolla & Todd, 1984). The surfaces were
generated using a Cartesian coordinate system (X, Y, 2), where A'and
Y were aligned with the horizontal and vertical axes of the display screen
and Z was perpendicular to the screen in depth. The surfaces were con-
strained so that they would all produce identical occlusion boundaries
when viewed under parallel projection. Each occlusion boundary ap-
peared on the display screen as a vertically oriented ellipse with horizon-
tal and vertical semiaxes of 150 and 300 pixels, respectively. Given this
constraint, the only remaining degrees of freedom for uniquely defining
the surface were to identify the position of the depth extremum E =
(XE, YE,ZE) within the elliptical outer boundary.

Each surface was defined using the following equation:

where

CH = (1 -

C& = I/3002,

Figure 13. Six shaded images of ellipsoid surfaces used in Experiment
4. (The three surfaces in the lower figure vary in both their ordinal and
metric structures. Moving from left to right the depicted values of XE

are 25, 75, and 125 pixels, respectively, with ZE = 300 pixels and L,, =
[0, .5, .866]. The three surfaces in the upper figure vary in their metric
structures, but are ordinally identical. From left to right, the depicted
values of ZE are 300,200, and 100 pixels, respectively, with XE = 25 and
Lo = [0, .5, .866].)

Figure 12. The ordinal structure of any surface is completely deter-
mined by the optical projections of its occlusion points and depth ex-
trema. (In this particular example, there are two occlusion points, Ot

and O2, and three depth extrema, EI , E2, and Ej. Their corresponding
optical projections in the picture plane are labeled O1,, O2, E'i, E-., and
E'3, respectively.)

and

This produces a family of ellipsoids with depth extrema that are all
vertically centered (i.e., re = 0) but that can vary both horizontally and
in depth depending on the parameters XE and ZE.

In generating the displays, the horizontal component XK had three
possible values of 25, 75, and 125 pixels, relative to the center of the
elliptical occlusion boundary. These variations (see Figure 13, bottom)
significantly altered both the metric and ordinal structures of the de-
picted surfaces. The depth component Zr had three possible values of
100, 200, and 300 pixels, relative to the plane of the display screen.
These variations (see Figure 13, top) could significantly alter the metric
structure of a surface, but had no effect on its ordinal structure (i.e., the
ordinal structure is invariant over changes in ZE).

To better appreciate the relative structures of these surfaces in depth,
it is useful to consider a horizontal cross-section through the center of
each ellipsoid perpendicular to the image plane, as shown in Figure 14.
Each curve in Figure 14 shows the visible portion of a surface cross-
section, with depth represented along the vertical axis. Note, in particu-
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lar, how the curves vary in shape because of the different possible combi-

nations of Xf. and Zf. For the sake of comparison, the top row and left
column of Figure 14 show the horizontal cross-sections for the different

ellipsoids depicted in Figure 1 3.
The image intensity (I) at each point on a surface was determined

with eight-bit precision using the following equation (see Todd & Min-

gdla, 1983):

1 = 76+

where L is a unit vector toward the light source, N is a unit surface
normal, and H is a unit vector that bisects L and N. This provides a
reasonable approximation of a moderately specular surface illuminated

by a point light source, with a 30% component of diffuse ambient illu-
mination. There were three possible directions of illumination relative

to the observer's line of sight: L-JO = (-.5, .433, .75), where the light
source was displaced to the left by 30°; LO = (0, .5, .866), where the light
source was horizontally centered; and L» = (.5, .433, .75), where the
light source was displaced to the right by 30°. In each case, these hori-

zontal displacements of the light source were accompanied by an addi-

tional upward displacement of 30°.
Procedure. Each trial of the experiment began with the presentation

of a single ellipsoid surface against a checkerboard background on the

left half of the display screen. Observers were required to make two
separate judgments about the perceived three-dimensional structure of

a horizontal cross-section through the center of each ellipsoid. First,
they evaluated the ordinal structure of this cross-section by indicating
the point that appeared to be closest in depth to the point of observa-
tion. This was accomplished with a mouse-controlled cursor that was

constrained to move along the horizontal cross-section between the two
occlusion boundaries. Once the cursor was positioned correctly, the re-
sponse was recorded by pressing an appropriate button on the mouse.
This initiated the presentation of a 180° elliptical arc, similar to those

Figure 14. The horizontal cross-sections through the centers of the ellip-
soids used in Experiment 4. (Each curve depicts the visible portion of a
surface cross-section, with depth represented along the vertical axis.
The curves vary in shape because of the different possible values of XE

and ZE from which they were generated. They are arranged in a matrix
so that the horizontal position, XE, of the depth extremum varies down
the columns and its position in depth (Zg) varies across the rows. For
the sake of comparison, the top row and left column, respectively, show
the relative three-dimensional structures of the different ellipsoids de-

picted in Figure 13.)
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Figure 15. Average judged depth for 5 observers as a function of the
actual depth ZE collapsed over all of the other conditions in Experiment
4. (The dotted line represents perfect performance.)

in Figure 14, against a dark blue background on the right half of the
display screen. (The shaded image of the ellipsoid remained in view.)
The precise shape of this arc could be varied by manipulating the two

parameters XE and ZE . The value of X^ was determined by the previous
judgment of ordinal structure, but the value of ZE could be controlled
in real time by moving the mouse. The observers attempted to adjust

the curve until it most closely matched the perceived metric structure
of a horizontal cross-section through the depicted ellipsoid surface. This
response was also recorded by pressing an appropriate button on the
mouse, at which time a new trial was initiated.

The stimulus set included all possible combinations of XE, ZE, and
L, together with their mirror reflections for a total of 54 possible dis-

plays. These were presented four times each in a single experimental
session. The observers were given several trials of practice prior to the
actual experiment to familiarize themselves with the procedure. All of
them reported at the conclusion of this practice that they felt comfort-

able with the task, although they all commented that the second of the
two judgments was much more difficult.

Results and Discussion

We begin with the observers' judgments of metric depth. Fig-

ure 15 shows the average perceived depth of the surfaces as a

function of their actual depth (ZE), collapsed over all of the

other conditions. An analysis of variance for these data revealed

that the observers were significantly above chance in discrimi-

nating among the different possible depth values, F(2, 104) =

109.36,p < .001, It is important to keep in mind that variations

in ZE have no effect on ordinal structure. Thus, the observers'

ability to discriminate these surfaces confirms the conclusion

of Experiments 1 and 2 that ordinal structure cannot be the sole

basis of our perceptual knowledge. It is also clear from the data,

however, that in terms of their metric precision, the observers'

estimates of surface depth were highly inaccurate. Indeed, the

actual values of ZE used to generate the displays were systemati-

cally underestimated by over 44% (see also Mingolla & Todd,

1986; Todd &Mingolla, 1983).
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We now contrast these findings with the observers' judgments

of ordinal structure. Figure 16 shows the average perceived hor-

izontal position of the depth extrema as a function of their ac-

tual position (XE), collapsed over all of the other conditions. A

correlational analysis of these data revealed that the observers'

average judgments of ordinal structure were essentially perfect:

The correlation of judged versus actual position was .961, the

slope of the regression line was .954, and the intercept was

-.206. In other words, whereas the metric depths of these sur-

faces were systematically underestimated by 44%, their ordinal

depths could apparently be determined with almost no error

at all.

A primary goal in designing Experiment 4 was to determine

the effect of changes in illumination on observers' perceptions

of ordinal structure. As was described earlier, our initial work-

ing hypothesis was that the perceived position of the depth ex-

tretnum along any surface cross-section would be optically de-

termined by the position of the luminance maximum on that

cross-section. Because changing the direction of illumination

significantly alters the position of the luminance maximum (see

Figure 17), we would therefore expect such changes to signifi-

cantly alter the perceived value of ATE. The results showed

clearly, however, that this hypothesis is incorrect. The direction

of illumination and its various interactions had almost no effect

at all, accounting for only 4% of the between-displays variance,

as opposed to more than 37% that would have been expected if

the responses had all been positioned perfectly at the luminance

maxima.

To appreciate how the observers compensated for changes in

illumination, it is useful to consider a more specific example.

Figure 17 shows the patterns of luminance along a horizontal

cross-section of an ellipsoid surface for the three different direc-

tions of illumination used in the present experiment. Note in

Figure 17 that there is a very simple (and remarkably general)

rule for constraining the possible position of the depth extre-
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Figure 16. Average judged horizontal position of the depth extremum

for 5 observers as a function of its actual value, XE, collapsed over all of

the other conditions in Experiment 4. (The dotted line represents per-

fect performance.)
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Figure 17. Pattern of luminance as a function of position for a horizon-

tal cross-section of an ellipsoid surface (Xf = 75, ZE = 100) with three

different directions of illumination: L-№ = (-.5, .433, .75), LO = (0,

.5, .866), LM = (.5, .433, .75). (The horizontal position of the depth

extremum is represented in each curve by a vertical dotted line. Note

that in the figure the displacement of the luminance maximum relative

to the depth extremum is optically specified by the difference in lumi-

nance at the two occlusion points.)

mum relative to the luminance maximum: If the two occlusion

points on either side of a horizontal cross-section are of equal

luminance, then the direction of illumination will be horizon-

tally centered and the depth extremum will be coincident with

the luminance maximum. If one of the occlusion points has a

higher luminance than the other, then the direction of illumina-

tion will be tilted toward the lighter occlusion point and the

depth extremum will be displaced away from the luminance

maximum toward the darker occlusion point. Within broad

limits, moreover, the size of this displacement will be positively

correlated with the magnitude of the luminance difference at

the two occlusion points, relative to the overall range in lumi-

nance.

We have experimented informally with a wide variety of

equations in an effort to provide a more precise implementation

of these general observations. Our best fit to the data has been

obtained by estimating the specific luminance (1E) of the depth
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extremum along each surface cross-section using the following

equation:

IE = 1» + (0. -

where !<, is the luminance of the darker occlusion point, 1, is the

luminance of the lighter occlusion point, and lm is the lumi-

nance maximum along the surface cross-section. When the esti-

mated luminances are localized in the image, their positions are

highly correlated with the observers' judgments (r - .962). It

is important to keep in mind, however, that the details of this

equation were arrived at through trial and error, with little or no

theoretical justification. Thus, in the absence of more extensive

data to test its generality, it is best to be cautious about drawing

any firm conclusions concerning its relevance to human percep-

tion. It is presented here only to demonstrate the potential feasi-

bility of estimating the position of a depth extremum from vari-

ations in luminance at points of occlusion.

Discussion

The research described in the present article has been de-

signed to explore some of the fundamental characteristics of

our visual knowledge of smoothly curved surfaces. Most of the

previous work in this area has been based on the idea that

smoothly curved surfaces are perceptually represented using lo-

cal mappings of metric depth and/or orientation relative to the

point of observation. Indeed, from the dozens of articles that

have been published in the literature on the computational anal-

ysis of metric structure from shading, texture, motion, or stere-

opsis, it would appear at first blush that the psychological rele-

vance of this approach has a strong theoretical foundation. A

closer examination reveals, however, that many of these analy-

ses are based on extremely dubious assumptions. In the compu-

tational analysis of shape from shading, for example, it is typi-

cally assumed that an observed surface region has a homoge-

neous reflectance with homogeneous illumination and that

there are no transparencies or specular highlights. Some models

also require that the specific characteristics of surface reflec-

tance and/or illumination must be determined in advance

through prior knowledge. The problem, of course, in applying

such models in an uncontrolled natural environment is that the

required assumptions may seldom if ever be satisfied.

The psychological importance of metric representations can

also be questioned on the basis of empirical data from human

psychophysics. When observers are asked to make judgments

about local depths or orientations of smooth surface regions

(e.g., see MingoUa & Todd, 1986; Todd & Akerstrom, 1987),

they generally report that the tasks are quite difficult and that

they have little confidence in their judgments. With relatively

few exceptions (e.g., Stevens, 1983; Stevens & Brookes, 1987),

objective performance on these tasks is typically characterized

by low reliability and relatively poor accuracy, even for displays

that are perceptually quite compelling (e.g., see Figure 1).

Taken as a whole, these findings provide strong evidence that

visual knowledge of local surface depth or orientation may be

too coarse-grained to adequately account for the richness of our

perceptual experiences. Thus, in an effort to overcome this de-

ficiency, we have recently begun to explore some alternative

nonmetric representations that, hopefully, might provide a

more complete understanding of the visual perception and cog-

nition of smoothly curved surfaces (see also Hoffman & Rich-

ards, 1984; Koenderink & van Doom, 1976, 1980, 1982; Ste-

vens, 198 Ib). One such alternative involves local mappings of

nonmetric order relations, in which neighboring surface re-

gions are perceptually distinguished by which region is closer

to the point of observation, without specifying how much closer

(see Figure 3). This type of representation captures some but

not all of the potentially measurable properties of an object's

three-dimensional structure, but the available evidence suggests

that its limitations are consistent with the perceptual capabili-

ties of actual human observers.

One source of evidence for the psychological reality of ordi-

nal representations was provided in Experiments 1 and 2 using

a relative depth-judgment task. When an ordinal description of

surface structure was sufficient to determine relative depth (i.e.,

for the ordinally transitive point pairs), observers exhibited a

high level of performance; when an ordinal description was not

sufficient (i.e., for the ordinally intransitive point pairs), perfor-

mance was significantly impaired. A second source of evidence,

as described in Experiment 4, involved judging the perceived

position of a surface's depth extrema. It is important to note in

this regard that the ordinal structure of a surface is only affected

by spatial variations of its depth extremum that are parallel to

the image plane; comparable variations perpendicular to the

image plane significantly alter the metric structure of a surface

but have no effect at all on its ordinal structure. A similar spatial

anisotropy was also evident in the observers' judgments: The

average perceived horizontal component of the depth extre-

mum was almost perfectly correlated with its actual value,

whereas the depth component was systematically underesti-

mated by more than 44%.

In addition to analyzing the generic properties of ordinal rep-

resentations, we have also considered some of the specific char-

acteristics of shaded images by which ordinal structure is per-

ceptually determined. Of particular importance in this regard

is the role of smooth occlusion contours. It can be demonstrated

theoretically (see Koenderink & van Doom, 1976, 1982) that

as we move from an occlusion contour in an attached region, the

ordinal depth of a surface relative to the observer must decrease

monotonically until a depth minimum is reached. Thus, occlu-

sion contours provide potential information about the ordinal

structure of attached surface regions in their immediate local

neighborhood. The evidence suggests that human observers rely

heavily on this information. We showed in Experiment 3, for

example, that relative depth judgments are significantly im-

paired if the surface regions to be judged are not visibly con-

nected to an attached occlusion contour. Similarly, if a surface

is viewed from a particular orientation from which there are

no occlusions, the perceptual salience of its three-dimensional

structure is dramatically reduced (e.g., compare Figures 1, 4,

and 11).

It is important to keep in mind while considering these phe-

nomena that there are other varieties of image contours in addi-

tion to the self-occlusions of smoothly curved surfaces. Con-

tours can arise from specular highlights, abrupt changes in sur-

face reflectance, abrupt changes in illumination (e.g., cast

shadows), or by discontinuities of surface orientation (e.g., the

edges of a polyhedron). Because it is only attached occlusion
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contours that provide information about ordinal structure, a

critical problem for future research is to develop a theoretical

analysis that can adequately distinguish one type of contour

from another and, for occlusion contours, to adequately distin-

guish the attached and unattached regions.

Although occlusion contours may be a primary source of vi-

sual information, they are not by themselves sufficient for opti-

cally specifying the complete ordinal structure of a surface

without also identifying the boundaries of ordinal transitivity

(i.e., the depth extrema) in which a monotonic depth change

switches from positive to negative, or vice versa. Patterns of im-

age shading are particularly troublesome in this regard. For

other sources of information such as texture, motion, or stere-

opsis, the depth extrema are always coincident with the maxima

and minima of measurable image properties, such as size, veloc-

ity, or disparity. Patterns of shading are more complicated, how-

ever, because of the effects of direction of illumination. Thus,

although the depth extrema of a surface cross-section are often

in one-to-one correspondence with its luminance maxima, they

will not in general be spatially coincident with one another.

Despite this theoretical difficulty, human observers are ap-

parently quite good at judging the ordinal structure of a surface,

even under conditions of variable illumination. In Experiment

4, for example, the horizontal positions of the depth extrema

were identified with almost perfect accuracy over a 60° range in

the direction of illumination. One possible source of informa-

tion that may account for this phenomenon of illumination con-

stancy is the variation in luminance at points of occlusion. If

the variation is zero (i.e., all occlusion points have the same

luminance), then the depth extrema will be coincident with the

luminance maxima; as the variation increases, the depth ex-

trema along any surface cross-section will be displaced farther

and farther from the luminance maxima toward the darker oc-

clusion points.

An additional complication for the analysis of ordinal struc-

ture from image shading is that the depth maxima and minima

are locally indistinguishable and must therefore be disambigu-

ated by some other source of information. There are several

different biases that may influence whether a depth extremum is

labeled as a maximum or a minimum: Illumination from above

may be preferred over illumination from below (Berbaum, Be-

ver, & Chung, 1984; Ramachandran, 1988); convex surfaces

may be preferred over concave surfaces; and ground surfaces

may be preferred over ceiling surfaces (Reichel & Todd, 1989).

Occlusion contours can also provide perceptually useful infor-

mation in this context. As we move from an occlusion point in

an attached region, the first depth extremum encountered must

be a minimum, the second a maximum, the third a minimum,

and so on. The evidence suggests, moreover, that human observ-

ers may be quite sensitive to this information. Indeed, there have

been several demonstrations reported in the literature of how

the bounding contour of a surface can significantly influence its

perceived pattern of relief (Barrow & Tenenbaum, 1981; How-

ard, 1982; Ramachandran, 1988; Reichel & Todd, 1989).

Although the present article has focused primarily on the or-

dinal structure of smoothly curved surfaces, it is important to

keep in mind that our results show clearly that local order re-

lations cannot be the sole basis of visual knowledge. In Experi-

ment 1, for example, observers were able to determine the rela-

tive depths of ordinally intransitive point pairs with more than

88% accuracy. Similarly, in Experiment 4, they were able to per-

ceptually distinguish between ellipsoid surfaces whose ordinal

structures were identical. These findings suggest that visual

knowledge may exist at multiple levels of description and that

the predominant level for any given task is dependent on the

particular judgment an observer is asked to perform. Our re-

sults indicate that performance is most difficult for tasks that

require a metric knowledge of surface structure. Ordinal judg-

ments, in contrast, are performed significantly faster and sig-

nificantly more accurately; and, by extension, it is reasonable

to suspect that performance may be improved still further for

tasks such as object recognition involving nominal or categori-

cal judgments (e.g., see Biederman, 1987).

There are several important issues that remain to be investi-

gated concerning the potential interactions among these differ-

ent levels of representation. The available evidence does not

suggest, for example, whether they are all affected by the same

sources of optical information or whether they must always be

consistent with one another. The answers to these questions re-

main for future research.
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