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1. Introduction: The reaction-time method in memory research

Human memory has traditionally been studied by examining how and when it fails—by considering the frequency and pattern of errors in recall or recognition. These errors may result from failures of learning, retention, or retrieval, and one difficulty in the traditional approach is the disentangling of these alternative sources of error.

During the past decade a complementary approach to the study of memory has become increasingly popular. Here memory is examined under conditions in which it functions successfully and produces performance that is virtually errorless. By applying time pressure to the subject under these conditions, the experimenters can induce some of the mechanisms at work to reveal themselves, not by how they

* This paper is based on the Fourth Sir Frederic Bartlett Lecture, delivered to the Experimental Psychology Society in London, January 1973. I thank the Society for this opportunity to honor the memory of F. C. Bartlett. I also thank the John Simon Guggenheim Memorial Foundation for its fellowship support during the period when this paper was initially drafted, and the Department of Psychology of University College London for its hospitality. I am grateful to R. L. Knoll, T. K. Landauer, D. E. Meyer, and A. M. Wing for helpful criticism of the manuscript.
fail, but by how much time they need in order to succeed. The questions addressed by such reaction-time (RT) studies have focused on mechanisms of memory retrieval for information in both short-term and long-term memory, but the approach is also being widely used to confront issues such as what information is stored and how it is coded and organized (see, e.g., Landauer and Meyer, 1972). All this is part of a general revival in the use of RT methods to infer the organization of perceptual and cognitive processes. Our current desire to analyze the processing of information into its functional components (particularly when combined with the hypothesis that component processes are arranged in stages) leads naturally to RT methods and to an interest in the temporal structure of processing. The power of these methods compared to others lies partly in the fact that the appropriate scale of measurement can be specified on the basis of relatively weak assumptions (Sternberg, 1969b). This means that quantitative aspects of data, such as additivity and linearity of effects, come to have powerful implications.

In this paper I shall focus on studies of the recognition of items in relatively short memorized lists. I start by briefly reviewing some of the experiments, now about 10 years old, that led me to infer the existence of a particularly simple but curious process of internal scanning (Sternberg, 1963, 1966, 1969a). Then I discuss, on the one hand, some of the extensions and generalizations of the early findings, obtained in a number of laboratories, and, on the other hand, several of the findings that appear to create serious difficulties for the scanning model. These findings have led others to propose alternative models; I consider three contrasting examples of alternative models, and point out some of their strengths and weaknesses. Finally I review several new findings from various laboratories—findings that particularly intrigue me and that bear on the elaboration or extension of the original scanning model.

2. The item-recognition paradigm

In the item-recognition paradigm we shall be considering, the stimulus ensemble consists of all the items that might appear as test stimuli. In the early experiments, for example, the ensemble was made up of one-digit numerals. From among the ensemble a set of elements is selected arbitrarily and is defined as the positive set; these items are presented as a list for the subject to memorize. The remaining items are called the negative set. In general, positive and negative sets are not distinguished by any simple physical or semantic feature. When a test stimulus is presented the subject must decide whether it is a member of the positive set. If it is, he makes a positive response, for example, by pressing one of two buttons. If it is not, he makes a negative response by pressing the other button. The RT is measured from the onset of the test stimulus to the response. The task is easy enough so that without time pressure, performance would be virtually perfect. Even with time pressure, the error rate can be held to 1 or 2% by paying subjects in such a way as to penalize errors heavily while rewarding speed, although in some experiments the error rate is somewhat higher.

Two of the procedures that have been used within the item-recognition paradigm

![Fig. 1. Varied-set (a) and fixed-set (b) procedures in item recognition. A Y represents an item in the negative set. Primes are used in representing trial 2 of the varied-set procedure to show the positive set ($X_1, \ldots, X_9$) and its size ($s$) may change from trial to trial.](image)

are shown in Fig. 1. In the varied-set procedure, the subject must memorize a positive set on each trial. The set might be presented serially, followed by retention interval of 2 or 3 s during which the subject is free to rehearse if he wishes then a warning signal, and then a test stimulus. In the fixed-set procedure, the same positive set is used for a long series of trials, and a trial consists only of a warning signal, test stimulus, and response.

3. Early findings and interpretations: the exhaustive search model

I and many others have studied the effects of a large number of experiment factors on performance in the item-recognition paradigm. The focus of our attention is the effect of varying the size of the positive set, while keeping constant the relative frequency with which positive and negative responses are required. The effect of this factor in an experiment using the varied-set procedure is shown Fig. 2(a). The ensemble contained the 10 digits, and the positive set could contain from 1 to 6 different digits. Mean RT is plotted as a function of the size of the positive set. Four features of these data should be noted: first, mean RT increases approximately linearly with set size. Second, the rate of increase is the same for positive and negative responses. Third, the rate of increase is about 38 ms for each item in the positive set. And finally, the zero intercept is about 400 ms.

Figure 2(b) shows the effect of the same factor in an experiment using the fixed set procedure where the positive set could contain 1, 2, or 4 different digits, an
subject worked with each set for 180 trials. The results are similar: a roughly linear increase, at the same rate for positive and negative responses, with the slope of the fitted function about 38 ms/item, and the zero intercept about 400 ms. (In this experiment, the positive response was required on 27% of the trials. When the two responses are equiprobable in the fixed-set procedure, positive responses are produced about 40 ms faster than negatives, at each set size.) The phenomenon seems to be the same, whether the positive set is fixed over a long series of trials or is varied from trial to trial.*

Now, since the ensemble was constant in these experiments, changes in the size of the positive set induced complementary changes in the size of the negative set. Results of two other early experiments (Sternberg, 1963), which permit us to ignore this confounding, are shown in Fig. 3. In each of these experiments, the fixed-set procedure was used, the stimulus ensemble consisted of the 10 digits, the size of the positive set was fixed, and the size of the negative set was varied. In all conditions, subjects were told the members of both positive and negative sets in advance, and the positive response was required on half of the trials. Results are shown at the top of the figure for positive sets of size two, and at the bottom for positive sets of size one. Here, mean RT is plotted as a function of the size of the negative set. (In the fixed-set procedure, the only feature that distinguishes the two sets is that the positive set is the smaller. When the two sets are made equal in size this asymmetry disappears. Results for the smallest values of negative set size in each experiment, for which the characteristic that distinguishes positive and negative sets is missing, should therefore be considered separately from the other data.) In neither experiment was there a significant effect on the overall mean RT of the size of the negative set. Notice that this means that absolute stimulus probability per se had no effect, and also that ensemble size per se had no effect, since both of them varied with negative set size. In short, there is a striking asymmetry between the effects of positive and negative set size, at least when the items are digits. Positive-set size influences the latencies of both positive and negative responses, and in the same way. Negative-set size influences neither. As we shall see later, this finding has new importance in relation to some recent theoretical proposals.

How does a person decide whether the test stimulus is contained in the positive set? The early results discussed above, together with others, suggested a search through the positive set in which the test item is compared serially to each of the memorized items, and each comparison results in either a match or a mismatch. The data indicate two remarkable features of such a scanning process. First, the fact that positive and negative latency functions have equal slopes means that the search is exhaustive: even when a match has occurred, scanning continues through the entire positive set. Otherwise, if the scanning process terminated on the occurrence of a match, the positive function would have half the slope of the negative. [This follows from the fact that a self-terminating search of a set of s elements, the test item is compared to all s elements before negative responses, whereas it is compared to (s + 1)/2 elements, on average, before positive response: the rates at which these two numbers increase with s are in the ratio of 2:1.] The second remarkable feature is the speed of the search process: each addition member of the positive set adds 1 to the number of comparisons producing misses that must occur in the course of the search. The time taken by each mismatching comparison is therefore estimated by the slope of the function, which is between 35 and 40 ms per item in the examples we have seen. This implies scanning rate of about 30 items per second. Thus, the process is exhaustive and substantially faster than estimates of the rate of covert speech (Landauer, 196; Clifton and Tash, 1973). Judging from what subjects report, the search is no accessible to introspection.

* The remarkable similarity of results from the two procedures suggests that “range effects” that sometimes result from the mixing of conditions in within-subject experimental designs (Poulton, 1973) play at most a minor role in the item-recognition task.
Furthermore, the process seems largely unaffected by how well the set has been learned. The varied-set procedure is a short-term memory procedure: the test item is presented only 2 or 3 s after a single presentation of the set. On the other hand, on the average test trial in the fixed-set procedure, whose results are shown in Fig. 2(b), a subject had been working with the same positive set for 10 min; subjects could recall the sets they worked with several days later. In this case the sets must have been stored in long-term memory. Nonetheless, the similarity of the data led to the conjecture that the same memory was being searched in the two procedures: even if a set is well learned, when it is needed in the item-recognition task its members are "activated", or transferred into an "active memory", perhaps equivalent to the short-term store, where they are more rapidly accessible. Other experiments have confirmed this conjecture (e.g. Sternberg, 1969a, Experiment 5).

The height of the zero intercepts indicates that a large fraction of the RT reflects the duration of processes other than scanning. Even if we subtract estimates of input and output times (based, e.g. on simple visual RT data) we are left with more than 200 ms to account for. In other early item-recognition experiments, other experimental factors were studied. The effects of those factors, and certain additive relations among them (Sternberg, 1969b), pointed to the existence of at least three additional processes, arranged in stages, as shown in Fig. 4, whose duration is influenced by the relative frequency with which a response of that type is required. (Other factors, not shown in the figure, may also influence these same stages, of course.)

4. Generalizations and extensions of paradigm and phenomenon

Now let us move on from early data and theory to the question of the generality and robustness of the phenomenon. Reaction-time functions that are approximately linear, and with roughly equal slopes for positive and negative responses, have now been observed in various laboratories with a large variety of stimulus ensembles, both auditory and visual. (Later we shall come to some important exceptions, however.) The stimuli that have been used include visual and auditory digits and letters, two- and three-digit numerals, shapes, pictures of faces, drawings of common objects, words of various lengths, colours, and phonemes (e.g. Burrows and Okada, 1973; Chase and Calfee, 1969; Clifton and Tash, 1973; Foss and Dowell, 1971; Hoving, Morin and Konk, 1970; Sternberg, 1969a; Swanson, Johnsen and Briggs, 1972; Wingfield, 1973). The slopes of the functions are not the same for different ensembles, however; they appear to differ systematically from one ensemble to another, and in an orderly way, as described in section 7.5. The RT functions have been observed to remain linear and parallel in studies with positive sets containing up to 10 letters (Wingfield and Branca, 1970), and up to 12 common words (Naus, 1974).

Changes in the relative frequencies with which positive and negative responses are required alter the zero intercepts of the RT functions but leave their slopes and linearity relatively invariant (Sternberg, 1963; 1969b, Experiment 4).* And, so long as errors do not exceed about 10%, the slope and shape of the function change very little when subjects are instructed to increase their speed at the cost of accuracy (Swanson and Briggs, 1969; Lyons and Briggs, 1971; Pachella, 1972; see also Coots and Johnston, 1972, and Lively, 1972).

The phenomenon has been observed in people of various ages, ranging from children to elderly adults, and in normals, alcoholics, schizophrenics, and brain damaged mental retardates. For some of these groups the slopes and/or intercept of the RT functions are elevated relative to those of young adults; for example aging and mental retardation both appear to produce increased slopes (Anders, Fozard and Lillyquist, 1972; Eriksen, Harlin and Daye, 1973; Harris and Fleer 1974). More remarkable, perhaps, is the absence of slope differences among certain groups of people, despite the existence of reliable individual differences within groups. Thus, children as young as 8 produce RT functions with higher intercepts, but the same slope as young adults (Hoving et al., 1970; Harris and

---

* In the most complete experiment on this problem 12 subjects were studied in each of the three relative-frequency groups, with positive responses required on 25, 50, and 75% of the trials (Sternberg, 1969b, Experiment 4). Mean slope estimates and their s.e.s were 3° 9° 4° 3° 9° 4°, and 11° 1° 4° 1° 1° 4° 1° 4° 1° 1° 4° 1° 4°, respectively, and the amounts by which the estimated slope for negative response exceeded the slope for positives were 0° 5° 0° 2° 3° 0°, and 0° 1° 3° 0° 1° 3° 0° 1° 3° 0°, respectively. On the other hand, the amounts by which the negative zero-intercept exceeded the positive zero-intercept showed an effect of relative frequency that was both systematic and large; for the same three groups these quantities were −22 ± 15, 50 ± 15, and 95 ± 15 ms, respectively.
responses, so that a stimulus that is in any positive set for a subject can never be in any negative set, and vice versa (Ross, 1970; Kristofferson, 1972b). On the other hand, when sets are changed either from trial to trial (Nickerson, 1966, Experiment 4), or from session to session (Kristofferson, 1972a), and stimuli are not consistently assigned to particular responses, extended practice seems to have virtually no effect on the phenomenon. The most complete experiment that demonstrates this invariance with practice was recently reported by Kristofferson (1972a).* She used seven subjects who worked for 144 trials per day for 30 days with an ensemble of digits, and with positive sets that changed from day to day. Results are shown in Fig. 6, averaged over positive and negative responses.

Fig. 5. Results from item-recognition experiments with three groups of subjects. Overall mean RTs as functions of size of positive set, and lines fitted by least squares. Data for schizophrenics (average hospitalization, 15 months) and alcoholics (average hospitalization, 8 months) from an unpublished study by S. F. Checkosky. For both groups the s.e. of the mean slope was about 2.2 ms, and slopes of separately fitted functions for positive and negative responses differed by less than 2.4 ms. Data show performance after an average of 1728 trials of practice (3 test days preceded by 4 practice days, with 216 trials per day). Data for college students from a similar study shown for comparison (Sternberg, 1967a, session 3); data show performance after an average of 630 trials of practice. Standard error of the mean slope for these data was about 3.4 ms.

Fleer, 1974). And, as shown in Fig. 5, except for their zero intercepts, schizophrenics and alcoholics look surprisingly similar to each other and to normals.† Of all the groups studied, only aphasics produce data that are qualitatively (rather than merely parametrically) unusual, as discussed in section 7.3 (Swinney and Taylor, 1971).

Finally, let us consider the effect of extended practice in the item-recognition task. This effect seems to depend very much on details of procedure. Several studies have shown that when subjects practice with the same fixed sets over many days, the RT functions become flatter and negatively accelerated. This is particularly true if members of the ensemble are consistently associated with particular

* I thank S. F. Checkosky of Bell Laboratories, Holmdel, N.J., for furnishing me with details of this extensive unpublished study.

† The phenomenon may even extend to infrahuman primates (Eddy, 1973), although their high error rates in the task make interpretation of the RT data somewhat difficult.

Fig. 6. Effects of extended practice on item-recognition performance: data from a study by M. W. Kristofferson (1972a). Mean RTs for seven subjects averaged over positive and negative response for six consecutive groups of 5 days. Data points from each 5-day period are joined by line segments. Days 1-5, □; fitted line, 349.4 + 36.8 ms. Days 6-10, □; fitted line, 321.1 + 37.0 ms. Days 11-15, △; fitted line, 312.6 + 36.6 ms. Days 16-20, ▲; fitted line, 312.2 + 36.2 ms. Days 21-25, ○; fitted line, 305.4 + 34.6 ms. Days 26-30, ●; fitted line, 290.2 + 36.0 ms.

Practice appears to affect only the zero intercept. The average slope stayed very close to 36 ms per digit, deviation from linearity did not change systematically with practice, and the difference between mean positive and negative slope estimates which are not shown here, was never more than 4 ms. Finally, for each 5-day period for each subject, the percentage of the variance of set-size means accounted for by linear regression was never less than 97.

* If a laboratory task is "artificial", in the sense of calling on skills not often practiced outside the laboratory, we expect relatively large effects of laboratory practice. Seen in this light, the remarkable invariance of the phenomenon with practice, under the conditions investigated by Kristofferson suggests that the item-recognition task calls on mental operations that are also used in "everyday life".
5. Findings that challenge the model or limit its scope, and what to do about them

The robustness of the set-size effect indicates that it is a phenomenon worth explaining. But there are a number of reasons for questioning its explanation in terms of a high-speed exhaustive scanning process. Some of these reasons can be disputed, since they depend on judgments of plausibility. For example, the exhaustiveness of the inferred comparison process is difficult for many psychologists to accept because it seems inefficient.

Plausibility judgments, however, are highly subjective. I recently described some of this work to a group of Bell Laboratories engineers concerned with the design of special-purpose computers for telephone switching. They were obviously surprised when I commented on the implausibility of exhaustiveness; and when I asked about this later, they said that there were several examples of similar scanning processes being wired into the computer hardware, for the very reason that in those instances they were faster, on the average. It is easy to imagine systems in which the average search time is less for an exhaustive process than for a self-terminating one (Sternberg, 1969a, section 11). See section 7.3 for new findings supporting the idea that human memory retrieval depends on such a system.

There seem to be several other reasons why the scanning model puts a strain on psychologists' intuition, and why we feel the need to seek alternative models. These include the high speed of the process (relative to rates of covert speech or to rates of overt sequences of discrete actions), the fact that subjects are not aware of it (even when introspections include a search, it is reported to be slow and self-terminating), the paucity of connections with theories of memory that have been designed primarily to explain forgetting, and the widespread belief (Kintsch, 1970; McCormack, 1972) that recognition depends on a stimulus having direct access to its representation in memory, rather than on any search process.

More serious for the scanning model than considerations of plausibility and intuition are several features of performance occasionally observed in item-recognition tasks. Some of these merely suggest limitations on the scope of the model. But others suggest that it must either be elaborated or discarded altogether. Discussed below are three of the more interesting challenges to the model, three strategies for elaborating the model to accommodate them, and one kind of finding that should, I feel, be used to limit the model's scope rather than to develop it further.

Let us consider first the serial-position function in the varied-set procedure. For each set size, this function relates the mean latency of positive responses to the position in the memorized list of the item that is matched by the test stimulus. Now, scanning processes lead very easily to predictions of serial-position effects if they are self-terminating—that is, if a positive response is initiated as soon as a match occurs. For example, in such a process, if scanning proceeded systematically from the beginning of the list, the serial-position function would increase monotonically. Different scanning orders and different mixtures of such orders could generate a large variety of serial-position curves, so long as the search is self-terminating. But in an exhaustive search, this obvious source of serial-position effects is lacking. Since all items are searched, even on positive trials, the number of items searched before the match occurs should have no effect. Without elaboration, the model leads us to expect flat serial-position functions, and in many experiments this is what has been observed. But other item-recognition experiments have produced substantial serial-position effects. They vary in form, some showing recency effects (e.g. Clifton and Birenbaum, 1970), others primacy effects (e.g. Klitzky, Juola and Atkinson, 1971), and others both (e.g. Burrows and Okada, 1971). It is particularly embarrassing for the model if a procedure that gives rise to serial-position effects also produces set-size functions that are linear and parallel, since the latter suggests strongly that the situation is one to which the model ought to apply. A number of experiments showing position effects failed to demonstrate the basic phenomenon, because only one or two set sizes were used, the RT functions were nonlinear or nonparallel, error rates were unusually high, or RTs were outside of the normal range. But unhappily for the model, data from a few experiments whose gross features are consistent with the model have also shown serial-position effects. These effects appear to be most marked when the list to be memorized is presented rapidly and the interval between list and test stimulus is brief.

A second finding from the varied-set procedure that presents difficulties for the model arises when the same item appears more than once in a memorized list instead of all items being distinct. More data need to be collected with lists containing duplications. But on the basis of experiments by Baddeley and Ebob (1973) and unpublished data of my own, we can say, at least tentatively, that if the trials on which the duplicated item is itself the test stimulus are excluded, then the set-size function is not unusual; moreover, the effective set size is the same as if all the items in the list were distinct. The difficulty for the model arises when the duplicated item itself is tested, because on such trials the RT is unusually short. Again, the scanning model, as it stands, cannot account for this.

A third troublesome finding is related to the probabilities with which the different members of the positive set are presented as test stimuli. In most experiments these probabilities are equal. But a few experimenters have unbalanced the probabilities in the positive set, either by varying relative frequency in a fixed-set procedure (e.g. Miller and Pachella, 1973; Theios, Smith, Haviland, Traupmann and Moy, 1973; Biederman and Stacy, 1974), or by cueing the subject between presentation of the set and the test stimulus in a varied-set procedure (Klitzky and Smith, 1972). Responses to high-probability positives in a set are faster than to low-probability positives in the same set. If search were self-terminating, and probability influenced the order of search, such effects of probability could be readily explained. But in an exhaustive process this natural source of the probability effects is missing.

Let us now turn to some of the alternative theorizing strategies we might apply in dealing with these challenges to the model. Most investigators are strongly biased to place the burden of explanation on the second stage shown in Fig. 4—the serial-comparison process. Perhaps because the set-size effect is itself explained in terms of changes in the number of mismatching comparisons, so other
effects, they apparently feel, should be explained in the same terms; since the
exhaustive-scanning model does not permit this, it must be discarded and replaced.
This is one strategy of theorizing. In section 6 I discuss three of the models that
have been proposed as replacements.

A second strategy is to preserve the second stage, but elaborate the model elsewhere,
explaining these effects in terms of changes in the duration of other processing stages,
such as the encoding stage or the binary-decision stage. For example, it is not inconceivable that the time needed to form an internal representation of the test stimulus in the encoding stage might depend on how frequently or recently that stimulus had been presented, or on the extent to which it was expected, thereby producing effects of trial sequence and stimulus probability.

And it is possible when an item that appears twice in the positive set is tested, and
two matches occur, that this increases the strength of the internal signal indicating a
match, so that the binary decision is facilitated. Of course, unless conjectures
like these are made precise and subjected to quantitative experimental tests, the model becomes too flexible. We will see later that the additivity of the effects of stimulus probability and set size can be regarded as one such test.

A third strategy is to invoke the idea of a probabilistic mixture of processes, as
shown in Fig. 7. On the basis of an early analysis of the stimulus, a branch occurs,

![Diagram](image)

**Fig. 7.** A probabilistic mixture model. An early analysis of the stimulus on each trial determines whether the serial-comparison process or some alternative process will be used as the basis of the binary decision. The two processes are invoked with probabilities $P$ and $1-P$ respectively; $P$ may vary across conditions within an experiment.

so that the serial-comparison process is executed on a proportion, $P$, of the trials, and
an alternative process on the remaining trials. For example, in a fixed-set procedure, the test stimulus could first be compared to a representation of the previous test stimulus. If they matched, the previous response would be repeated, and if not, the positive set would be scanned. Again, the quantitative implications of such mixtures have to be determined and tested. For example, depending on details, mixtures need not affect the linearity of the set-size function.

Some versions of the item-recognition paradigm produce findings that are
sufficiently different from the early ones so that in my opinion they should be used to
suggest limitations in the scope or generality of the model, rather than ways in
which it ought to be elaborated, at least for the present. Some procedures, for example, consistently produce nonlinear set-size functions, particularly after

practice. In one class of procedures where this occurs, members of positive sets are
distinguished from members of negative sets by semantic or physical features (e.g. Marcel, 1970; Foss and Dowell, 1971), by large differences in familiarity or in frequency of presentation (e.g. Swanson and Briggs, 1971; Clifton, 1973), or by an assignment of responses to stimuli that is consistent over many trials or even sessions (e.g. Kristofferson, 1972b; Ross, 1970; Simpson, 1972; Swanson, 1974). One possibility is that such procedures provide an alternative basis for the positive-negative decision that subjects may find to be more efficient than the scanning process, at least for large sets.

6. Alternative models of the comparison process

6.1 Self-terminating search

We turn now to three of the mechanisms that have been proposed as alternatives
to the exhaustive comparison stage.

Theios (1973; Theios et al., 1973) has proposed a model whose aim is to account
for data from a fixed-set procedure in which stimulus probabilities are unbalanced,
and probability effects as well as parallel and linear set-size functions are observed.
The proposed process is one of serial self-terminating search, but the list that is
searched contains the entire ensemble of test stimuli rather than being limited to
members of the positive set. Each item in the searched list is assumed to be stored in association with a code that indicates the correct response for that item. Positive and negative items are mixed together in the list. The stored list functions as a "push-down stack", whose members are rearranged from trial to trial in response to stimulus events. As a result, the more recent and more frequent stimuli tend to be located near the beginning of the list. The test stimulus is compared to one member of the ensemble after another until a match occurs, at which point the indicated response is initiated. The model does reasonably well in accounting for both stimulus-probability and set-size effects in experiments in which the positive and negative sets are of equal size. (Under these circumstances, for example, if the two responses are required with equal frequency, a simple version of the model implies that for any set size the average amount of search preceding positive responses is as great as that preceding negatives, hence the parallel set-size functions.)

One limitation of this model is that it cannot account in a natural way for findings
from the more typical procedure, where positive- and negative-set sizes are unequal.
To fit the model here, two special assumptions have been added to it: First, positive stimuli are much more likely than negatives to move to the beginning of the stored list after being presented. Second, when the positive set has $s$ members, searching the list beyond position $s+1$ contributes no additional time to the RT. Even with these assumptions, however, the model appears incapable of producing equal effects of positive-set size on RTs of positive and negative responses at the same time as it produces no effects of negative-set size.

A second limitation is that the model, tailored as it is to the fixed-set procedure, cannot readily account for results from the varied-set procedure, without adding
special assumptions about how associations involving items in the negative set on each trial are stored and ordered. (In the varied-set procedure the negative set on a trial is defined only indirectly and by exclusion; hence these negative associations would have only the 2 or 3 s that elapse between presentation of positive set and test stimulus to be generated and intermingled among the positive associations in the stored list.) The equivalence of results from fixed-set and varied-set procedures seems to me to be a very strong argument for seeking one model that can explain the performance in both procedures.

A third problem for any explanation in terms of self-terminating search is related to the behavior of the minimum of the RT distribution, as set size is increased. For a self-terminating process the minimum must be invariant with set size. The reason is that regardless of set size, there is some probability that the first comparison will produce the match. (Unlike some of the other properties of the RT distributions produced by self-terminating search, this property does not depend on assuming the durations of successive comparisons either to have equal means or to be stochastically independent.) Now, without making unacceptably strong distributional assumptions one cannot guarantee that any particular sample estimate of the population minimum is unbiased, or that its bias is independent of set size. However, the fact that the sample minimum has been found to increase systematically with set size whenever it has been examined suggests strongly that the true minimum RT does not have the required invariance property (Lively, 1972; Lively and Sanford, 1974). [Furthermore, other statistics can be devised that capture this aspect of self-terminating search, but do not suffer from the estimation difficulties of the minimum; the observed behavior of these statistics also provides evidence against self-terminating search, either through the entire stimulus ensemble or through the positive set only (Sternberg, 1973).]

Finally, experimental support is accumulating for the idea that stimulus probability produces its effects by influencing one or more stages other than the serial-comparison stage, and the encoding stage has been proposed as one possibility. There are two sources of evidence: first, in the three experiments where the question could be asked, the effects of absolute stimulus probability and set size were found to be additive, within the limits of experimental precision (Klatzky and Smith, 1972; Theios et al., 1973; Biederman and Stacy, 1974). The additivity is evidence that the two factors influence different processing stages. Second, it has been shown that the effects of stimulus legibility and stimulus probability are not additive, which indicates that they influence a common stage (Miller and Pachella, 1973). Given the assumption that stimulus legibility has its effect by influencing an encoding stage, this finding locates at least part of the probability effect in that stage.

In some models the self-terminating search is restricted to members of the positive set, at least on trials requiring positive responses. In such cases, and when the stimuli in the positive set are equally probable, one can derive a theoretical relation between the increase in mean RT as a function of set size, and the increase in RT variance. (The derivation does not require one to assume that components of the RT are stochastically independent.) Although the variance is observed to increase markedly with set size, it does not increase fast enough relative to the mean to satisfy this relation. Such failures provide evidence against this variety of self-terminating search. But the variance increase, which is approximately linear with set size and equal in rate for positive and negative responses, is what one would expect from an exhaustive search process with stochastically independent comparison times (Sternberg, 1964).[*]

6.2 Trace-strength discrimination

A second class of candidates for replacing the exhaustive-scanning model has appealed to several investigators as a way to extend more traditional concepts about memory to this domain; they can be described as pure trace-strength models (Baddeley and Ecob, 1973; Corballis, Kirby and Miller, 1972; Nickerson, 1972). In these models there is no search; instead there is direct access to an internal representation of the test stimulus. Members of the positive set are assumed to have acquired greater strength than nonmembers as a result of their presentation or rehearsal; the binary decision can thus be based on the strength of the accessed test-stimulus representation, as in a "signal detection" analysis. Such models can be made to generate variations in RT by assuming a functional relation between the trace strength (and possibly also an adjustable strength criterion) and the duration of the strength-discrimination process. The models differ in the particular functions assumed and in the rules by which trace strengths are assigned to items.

In the particular models proposed by Corballis et al. (1972) and Nickerson (1972), the most recently presented or rehearsed item in the positive set has the same trace strength, whatever the size of the set. One implication is that the minimum of the RT distribution for positive responses should not increase with the size of the positive set, just as described in section 6.1 for a self-terminating search. Since this implication is violated by existing data, I consider only the particular model proposed by Baddeley and Ecob (1973, Model 1), which does not have the above property. Their aim was to account, in the varied-set procedure, for effects of serial position and item duplication within the positive set, as well as linear and parallel RT functions. According to their model, a fixed amount (C) of trace strength is divided among the s members of the positive set. As the set is increased in size, therefore, the difference between the average strengths of the positive and negative items (C/s and zero, respectively) is reduced, making the discrimination more difficult. The duration of the discrimination process is assumed proportional to the reciprocal of the difference between test-stimulus strength and an adjustable strength criterion. To account for the fact that the latencies of negative as well as positive responses increase with set size, the criterion

* If r and s are two set sizes with r < s, and β is the slope of a linear function relating mean RT to set size, then it can be shown that the RT variance for a self-terminating search must increase by at least (r^2 - rβ)β^2 / 3 as set size is changed from r to s. For example, in an experiment using the fixed-set procedure with 56 subjects, and s-values of 1, 2 and 4 (Sternberg, 1966b, Experiment 4), overall mean RT was well described by RT = 357 + 23.2 + 4 s ms, and the average RT variance, for both positive and negative responses, was well described by Var(RT) = 4072 + 10.8 s^2 ms. Thus, as s increased from s = 1 to s = 4, the RT variance increased by about 3525 ms^2, while a self-terminating search with β = 32.5 ms/item requires an increase of at least 5261 ms^2. Note, however, that the variance does increase precipitously with set size, whereas increasing the set size from 1 to 2 caused a change of only 8% in the overall mean RT; it caused a change of 21% in the overall RT variance.
In most models of this type, the positive set is assumed to be moved closer to zero, as set size grows. In particular, the criterion of the criterion level is assumed to be adjusted between the average strengths of positive and negative, causing the RT functions for the positive set to become parallel and linear. The RT function for the positive set, which is assumed to be of the form RT = k + aRT, where k is the intercept and a is the slope, is used to account for the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength. The effect of serial position in the set is assumed to be a function of the available strength.
capacity required by a retention process is either fixed, regardless of the size of the memory load, or that its source is different from the capacity used by the scanning process.

Finally, difficulties are presented for this model in accounting for the RT function when it is changed by additional processing demands. Pure changes in slope, with no change in zero intercept, are easy to explain by assuming that added demands consume a fixed amount of the available capacity, independent of the size of the positive set. But pure intercept changes require a different rule for capacity sharing, in which the capacity allocated to the additional demand is reduced as the positive set increases in size. Thus, Wattenbarger and Pachella (1972) found that embedding an arrows–keys binary choice task in an item-recognition experiment increased only the intercept of the RT function. Since performance in the embedded task was the same, regardless of the size of the positive set, any capacity allocated to it would have to be constant. But a constant reduction in the capacity available for the scanning process should have changed the slope of the RT function rather than its intercept. Here, again, the embedded task cannot have been sharing the same capacity. These constraints that are required on the capacity concept seem to me to reduce its appeal considerably.

My second comment concerns the use of the exponential distribution to represent the duration of a processing operation. Despite its popularity and simplicity, and its success in describing aspects of radioactivity and telephone traffic, I think it can be argued that the Markov (no memory) property of the exponential is fundamentally inconsistent with that which we normally mean by the concept of processing over time. Consider the processing of a single item. Given an exponential distribution it follows that, no matter how much time has elapsed, so long as processing is not yet complete the expected remaining time needed to complete it is unchanged. This means that at any point in time the processing that has been accomplished is either all or none and therefore that the processing of an item must be instantaneous. What is arranged in parallel in the particular model proposed by Atkinson et al. (1969) and by Townsend (1971), then, is not a set of processing operations, but a set of waiting-times prior to processing. The processing itself occurs at a series of points in time.

7. New findings

7.1 The translation effect

For the remainder of this paper I turn my attention away from alternative explanations of the set-size effect, and act as if there is an exhaustive serial-comparison process. In this context I consider some intriguing new findings that bear on several issues concerning the process, and also present new puzzles.

In the assumed scanning process, some internal representation of the test stimulus is compared to internal representations of items in the positive set. What is the nature of the internal codes that can be compared at such high speed? An equivalent question is: to what level is the test stimulus processed before it enters into the series of comparisons? To what extent do the codes depend on the format or sensory modality in which the stimuli are presented?

In a number of laboratories, experiments that bear on this issue have revealed what can be called a translation effect. These experiments are concerned with what happens when the test stimulus is not identical to a possible member of the positive set, but is related to it by association. In some instances the associations were known by the subject before he arrived in the laboratory, such as the relation between printed letters and their spoken names. In other instances the associations were learned in the laboratory.

In one of their experiments, for example, Cruse and Clifton (1973) taught subjects a set of eight letter–digit associations. In the item-recognition experiment that followed, which used sets that changed from trial to trial, a set could contain either all letters or all digits, and the test stimulus could be either a letter or a digit, with equal probability. Consider a trial on which the set contains digits. If the test stimulus is also a digit, we have the standard task. But if the test stimulus is a letter, the subject must decide whether the digit associated with that letter is contained in the set. If the subject did this by translating the test stimulus into the “language” of the set and then searched for the translation, one might expect an increase in the zero intercept, reflecting the translation time, but no change in the slope. Exactly the reverse occurred: when the “languages” of set and test-stimulus differed, so they were related by association, the slopes of the RT functions for both positive and negative responses increased substantially—from 37 to 94 ms/item, on the average—but there was no increase in the zero intercepts. The same effect occurs, although less dramatically, when the two languages are printed letters and their spoken names, even when the subject knows the sensory modality of the test stimulus in advance (Chase and Calfee, 1969). And similar effects have been observed in several other cases, with slope increases ranging from 20% to over 100% (e.g. Swanson et al., 1972; see also Burrows and Okada, 1972; Juola and Atkinson, 1971; Klitzky et al., 1971; Nickerson, 1972; Sternberg, 1967; Wattenbarger, 1971).

Several explanations are available, and it is too early to decide among them. The most obvious is that for some reason yet to be determined, if their “languages” differ, each member of the set is translated into the code of the test stimulus, or into some common code, after the test stimulus is presented. If each translation operation added the same mean increment to the RT, the result would be a change in slope, but no change in intercept, as observed. (If the test stimulus instead of the set were translated, the effect should be seen in the intercept, but not the slope.)

Two recent findings by Clifton and his associates, however, have led them to question this explanation: first, increases in the rate at which the positive set is presented that do not change the RT function under normal conditions increase its intercept when translation is required (Clifton, Cruse and Gutscher, 1973). Second, variations in the learned associations that change the associative latencies for overt translation do not always change the slope of the RT function when covert translation is required in the recognition task (Clifton, Gutscher, Brewer and Cruse, 1973). An alternative explanation for the effect that they consider is that
2 Partial selectivity of search

The second set of findings would likely like to consider bear on the selectivity of the search process. In most recognition experiments, the list is thought to be organized in memory such that a subject can quickly access the relevant subject if the search is exhaustive. However, this is not possible if the search is not exhaustive. For example, if the subject is forced to search the entire list, the search process is likely to be more efficient, as it is in several well-defined semantic categories. A study of the search process in several well-defined semantic categories showed that the search process is generally more efficient than exhaustive search, as the subject is forced to search the entire list. However, this is not possible if the search is not exhaustive. For example, if the subject is forced to search the entire list, the search process is likely to be more efficient, as it is in several well-defined semantic categories. A study of the search process in several well-defined semantic categories showed that the search process is generally more efficient than exhaustive search, as the subject is forced to search the entire list.
explanation in terms of process structure rather than parameter values. The other objection is based on the existence of some data indicating that when the words from various categories are scrambled in the list, rather than being arranged into sublists, and subjects do not rearrange them in memory, then the effect disappears (Naus, 1974).

7.3 Relation between search structure and search rate

If we had an acceptable explanation for the exhaustiveness of the scanning process in item recognition, this would seem to reduce the pressure to find alternative models. I turn next to some recent data that bear on this issue and seem to support the explanation I put forward some time ago (Sternberg, 1966, 1969a). The difficulty with exhaustiveness is that it strikes one as inefficient. Why should scanning continue after a match has occurred? But suppose we have a system in which a separate match-testing operation is needed to determine whether a match has occurred. If match-testing takes time and cannot occur concurrently with scanning, then, for a self-terminating search, the scanning process would have to be interrupted after each comparison. Now, the response depends only on whether there is a match, not on which item produces it. Therefore it might be faster, on the average, to store information that a match had occurred in a location that was examined only after all comparisons had been completed. But this would depend delicately on the relative speeds of scanning versus match-testing. Roughly speaking, the slower the scanning process, the less the efficiency to be gained from exhaustiveness.

Some support for this explanation seemed to be provided by the discovery that when the task was changed so that the response depended on which item produced the match, the scanning process became substantially slower and appeared self-terminating (Sternberg, 1967b). But this finding could be explained in other ways as well.

Table I shows results from five recent studies that provide evidence for self-terminating search in the item-recognition task itself, for either some subjects or some treatments. The evidence is based on the relation between the slopes of the RT functions from positive and negative responses: for a self-terminating search the slope ratio expected is 0.5; for an exhaustive search, 1.0. There is a fine dividing line between this kind of post hoc analysis and numerology, but I feel that the results are at least suggestive. What is interesting is the association between small slope ratios and slow scanning rates; this association fits with the idea that it is the exhaustiveness of the process that makes its high speed possible, that the rate of self-terminating search is slower because of the time consumed by checking for the occurrence of a match after each comparison, and that although self-termination can sometimes speed positive responses, it must slow negatives. Except possibly for the first two sets of data, this association cannot have resulted from a selection artifact.

In the Clifton and Birenbaum (1970) study, among 12 subjects, nine had slope ratios near 1.0 (range 0.80–1.25) and three had ratios near 0.5 (range 0.41–0.56). The mean scanning rate for the three was 50% slower. In the Corballis and Miller (1973, group R) study, among 10 subjects, six had slope ratios near 1.0 (range 0.82–1.25) and four had ratios near 0.5 (range 0.50–0.65). The mean scanning rate for the four was 89% slower. In the Klatsky and Atkinson (1970) study, I divided subjects into two groups on the basis of the means of positive and negative slopes. Again, the slow-scanning group displays a mean slope ratio near 0.5, and the others, who show the normal scanning rate, have a mean ratio of 1.0. In the Pachella (1972) study the treatment placed extreme emphasis on speed. This led to a reduction in intercept, but at the same time seems to have changed subjects from fast and exhaustive to slow and self-terminating. Finally, in the Swinney and Taylor (1971) study, the normals appear to be fast and exhaustive, and the aphasics slow and self-terminating.*

In addition to supporting an explanation of exhaustiveness, some of these data seem to indicate bunching of slope ratios in the vicinity of 0.5 and of 1.0. If this could be better documented in other studies, it would represent strong evidence against some of the models (such as those involving trace strength or processing capacity, considered in sections 6.2 and 6.3) that explain the set-size effect without a scanning process.

7.4 Exhaustive search in long-term memory

A number of experimenters are currently using RT methods to explore the processes underlying relatively accurate retrieval of information from large lists or categories that are well learned and presumably stored in long-term memory (e.g. Atkinson and Jua, 1974; Indow and Togano, 1970; Landauer and Meyer, 1972; Lovelace and Snodgrass, 1971). Several reasons prompt me to discuss the model developed on the basis of a recent set of studies by Juola, Atkinson and colleagues, in which the item-recognition paradigm has been extended to well-learned ordered lists of up to 30 random words (Juola, Fischler and Wood, 1971; Atkinson and Jua, 1973; 1974). First, these studies suggest that familiarity (or trace strength) does play a role in such tasks, while also showing how its role is limited, relative to

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Group or condition</th>
<th>Mean slope Negative responses (ms/item)</th>
<th>Mean slope ratio (positive/negative)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clifton and Birenbaum (1970)</td>
<td>9 subjects</td>
<td>31</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>3 subjects</td>
<td>47</td>
<td>0.47</td>
</tr>
<tr>
<td>Corballis and Miller (1973, group R)</td>
<td>6 subjects</td>
<td>45</td>
<td>1.02</td>
</tr>
<tr>
<td></td>
<td>4 subjects</td>
<td>85</td>
<td>0.58</td>
</tr>
<tr>
<td>Klatsky and Atkinson (1970)</td>
<td>5 flattest</td>
<td>37</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>5 steepest</td>
<td>113</td>
<td>0.44</td>
</tr>
<tr>
<td>Pachella (1972)</td>
<td>Before</td>
<td>50</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>After</td>
<td>105</td>
<td>0.6</td>
</tr>
<tr>
<td>Swinney and Taylor (1971)</td>
<td>Normals</td>
<td>44</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>Aphasics</td>
<td>121</td>
<td>0.55</td>
</tr>
</tbody>
</table>

* I thank C. Clifton, Jr. and M. C. Corballis for furnishing me with unpublished details of their data.
the one assumed for it in the models of pure trace-strength discrimination discussed in section 6.2. Second, they reveal a search process in long-term memory that is qualitatively similar but quantitatively different from the exhaustive-scanning process we have been considering. And third, they suggest a possibly fruitful elaboration of the exhaustive-scanning model, as applied to the original paradigm.

According to the model developed by Juola and Atkinson, the learning of a list of words has two effects. One is that the familiarity value associated with a representation of each word in a lexical memory is increased; the other is that in a different part of the long-term memory the words are stored as an array. Thus, two alternative bases for a recognition decision are established. When a test stimulus is presented, there is direct access to its representation in the lexical memory, where its level of familiarity can be determined. The difficulty with making the decision at this point is that even when positive items are from well-learned lists, and negative items have not been seen before in the experiment, familiarity is not a reliable indicator of list membership. This idea is represented in Fig. 8(a). Although responses based exclusively on familiarity would be uniformly fast, they would contain many errors. Therefore, when higher accuracy is called for, the process indicated in Fig. 8(b) is used. When the familiarity level is either high enough or low enough to be reliable, fast responses are made, based on familiarity discrimination alone. The speed of these responses does not depend on how extreme a familiarity value the test stimulus has, and it leads to some small number of errors. But when the familiarity level falls in the range of unreliability that lies between the two adjustable criteria, a search of the stored array is performed, which leads to an accurate response.

The result is a special instance of the probabilistic mixture of processes discussed in section 5 and illustrated in Fig. 7, in which both the mixing probability, \( P \), and the mean RT on nonsearch trials are independent of list length.* As shown in Fig. 8(c), the obtained RT function is a probabilistic mixture (weighted average) of two functions, one constant and the other increasing linearly; relative to the latter, the mixture is still linear, but has a reduced slope and intercept.

Parameter values in the fitted model that represent effects of list length on the search time for positive versus negative responses tell us that the search is exhaustive, and that although it takes about 70 ms longer to initiate than a search of short-term memory, it proceeds at the higher rate of about 10 ms (rather than 35 ms) per word.† These parameter estimates are remarkably invariant across experiments.

---

* Given that the RT function is based on correct responses only, the proportion, \( P \), is a mean of two proportions, one for positive test stimuli, determined by the relation between the criteria \((C_p)\) and \((C_m)\) and the familiarity distribution for positive stimuli, and the other for negative test stimuli and determined by the relation between the criteria and the familiarity distribution for negative stimuli.

† These values unfortunately suggest an inconsistency with experiments using short lists. According to the parameter estimates, if the RT function produced by a search in active memory is \( T_a = 35\) ms, then the function produced by a search in long-term memory is \( T_a = 35 + 70 + 10\) ms. For a list of length \( n = 1 \) or 2 that is contained in both memories (as in the fixed-set procedure), \( T_a \) is the smaller, so the active-memory search should be used. But for a list of length \( n = 1 \) or more, the search in long-term memory is the faster. These considerations would be hard to reconcile with the similarity of results from varied-set and fixed-set procedures (Fig. 2) if this similarity could be demonstrated for words as it has been for digits. They are also hard to reconcile with the effects on the RT function of fully loading the active memory with irrelevant material (Sternberg, 1966).

---

**Fig. 8.** The Atkinson-Juola (1974) model. (a) Overlapping familiarity distributions for positive and negative stimuli. In the middle range of values, the familiarity measure available by direct access to the representation of the test word in the lexical memory is not a reliable indicator of list membership. (b) Hence decisions are based on familiarity discrimination alone only outside this middle range of familiarity values. When the value is inside this range, a search of the stored array is performed that uses more time, but guarantees perfect accuracy. (c) Mean RT function when search time (top function) is linear with list length, and mean RT on nonsearch trials (bottom function) and mixing probability are independent of list length. The overall RT function is derived as the weighted average of the two contributing functions.

---

length. Second, the adjustable criteria are assumed to be independent of list length, even though lists of different lengths are learned by different subjects. Third, all errors are assumed to be generated by the familiarity-discriminative process; search trials are totally error free.

Elaborations of the exhaustive-scanning model for short lists contained in actual memory, similar in spirit to the Juola–Atkinson model, would seem to be worth pursuing. Of course, if the ensemble is small, as it has usually been, and positive and negative sets are not distinguished by systematic differences in familiarity, the scanning process might be bypassed only very occasionally. But suppose the few occasions tend to be the trials on which familiarity of the test stimuli is high because it was drawn from certain serial positions, or because it had been duplicated,
in the positive set. Then this kind of elaboration of the model might be able to explain some of the troublesome effects considered in section 5.*

Atkinson and Juola (1974) have successfully applied such an elaborated model to an experiment by C. Darley and P. Arabie that used the varied-set procedure with words as stimuli, but differed from the typical procedure with short lists in that it used a very large ensemble of test stimuli. Their aim was to introduce large familiarity differences between positive and negative stimuli. Whereas the positive words on a trial were presented shortly before the test stimulus, a negative test stimulus might never have been seen in the course of the experiment. Some of the negatives were deliberately made more familiar, however, by being drawn from the previous positive set. According to the model, responses to such negatives should include more decisions based on scanning, and fewer based on familiarity discrimination. This implies that their RT function should be steeper than the function for negative words that were novel, and this is what was observed.

It is interesting that even for the novel negative words, the model tells us that search occurred on more than half of the trials and that if, instead, all decisions about these words had been based on familiarity discrimination, about 20% of the responses would have been errors. This result can be taken as further evidence of the inadequacy of a pure trace-strength model for explaining accurate performance.

7.5 Relation between memory search and the memory span

The similarity between retrieval mechanisms in short-term and long-term memory that is suggested by the work discussed above, along with its elucidation of the role of familiarity, seems to help integrate results and interpretations from the item-recognition paradigm with more traditional concepts and issues of memory. But nothing that I have yet said explicitly links measures of accuracy when there is no time pressure with measures of speed when there is. Indeed, an important general question that is not often raised in relation to RT studies is to what extent the processes invoked in speeded tasks are the same as those used in tasks without great time pressure. At the very least, it would be comforting to know that important parameters of performance in studies both of RT and of accuracy depend on the same factors. For this reason, I find particularly encouraging the result shown in Fig. 9, from a study by Cavanagh (1972), which is the last new finding I shall mention.

Cavanagh found seven classes of items, ranging from digits to nonsense syllables, for which both memory-span and memory-scanning data had been obtained for similar groups of subjects under similar conditions. Thirteen studies in the literature provided traditional measures of the immediate memory span for ordered sequences of items from these classes. These values were averaged for each class, and it is their reciprocals that are plotted on the abscissa. If one uses space metaphor for immediate memory capacity, and thinks of memory span as the number of items that fill a fixed space, then the reciprocal is a measure of the spa required per item. (Proportionally less of the fixed available space is presumably used by an item list that is shorter than the memory span.) For these same classes of items, 32 studies in the literature provided measures of the memory scanning rate, in terms of slopes of the best-fitting linear functions of RT versus set size. These values of time required per item are plotted on the ordinate. What Cavanagh discovered, then, is that the time per item in the RT task is proportional to the space per item in the recall task.

![Fig. 9. The relation discovered by Cavanagh (1972) between mean slope of the RT function: item recognition (time per item; unit is 1 ms) and reciprocal of the mean memory span (space per item; unit is one memory span). Estimates of ± s.e. are based on pooled variance between studies within classes of items. Intercept and slope of fitted line are 2.4 ms/item (not significantly different from zero) and 245.5 ms/span, respectively. Based on data from 45 experiments.](image)

Suppose that this remarkable relation could be confirmed and made more precise in studies specifically designed for the purpose. Its simplicity would then suggest that both measures are in some sense unitary or pure. It would suggest, for example, that the immediate-memory span indeed reflects the capacity of a single short-term or active memory, rather than depending on contributions from more than one memory system as has recently been argued (Craik, 1971; but see als Shallice, in press). The relation would support the idea that a straight line provides a meaningful approximation to the RT function; a simple quantitative law would be even more surprising if it involved the slope of a line fitted to what was really a curve. It would also suggest that so long as they are reliable, small slope differences in item recognition may be important.

Several directions of interpretation suggest themselves (see Cavanagh, 1972).
One possibility is that the average number of features that make up the internal representation of an item varies from one class of items to another. If the memory space required by an item, as well as the duration of mismatching comparisons involving that item, are both proportional to the number of features in its representation, then Cavanagh's finding would be expected. One possible difficulty for this kind of interpretation (and one that makes the finding itself particularly surprising) arises if we consider the effects of adding to the items features that are redundant, but that nonetheless must be recalled in the memory-span task. (An example would be adding a different colour to each member of a digit ensemble.) It seems likely that this would reduce the memory span without necessarily influencing performance in the item-recognition task, where the redundant feature could be ignored. If so, one would expect natural variations in redundancy from one class of items to another to similarly disrupt the relation between tasks.

On a dynamic theory of the memory span, involving a recycling "rehearsal" process that refreshes a decaying trace (e.g. Broadbent, 1958), Cavanagh's finding could mean that the rehearsal rate and memory-scanning rate are proportional. But if the process that refreshes the trace is the same rehearsal often identified with covert speech, this interpretation is violated by a recent experiment (Clifton and Tash, 1973), which showed that syllabic word length influences the rate of covert speech, but not the memory-scanning rate.

8. Summary

This paper has been concerned with the recognition of items in relatively short memorized lists, investigated with RT methods. First I described some of the early experiments that led to the idea of a high-speed exhaustive scanning process, and indicated some of the other processing stages that the data seem to require. Then I considered extensions and generalizations of the early findings, obtained in a number of laboratories, that show the phenomenon to be relatively robust, and the estimated scanning rate to be remarkably invariant across subject populations and practice. But effects of duplication of items in the list, their serial positions, and the relative frequency with which they are tested, show the scanning model to be either wrong, or insufficiently detailed in its description of how these effects might arise in the encoding and decision stages. Such effects have led others to propose alternative models of the comparison process. I considered three contrasting examples: an alternative serial process involving self-terminating search, a parallel process, and a direct-access process involving trace-strength discrimination. Each of these alternatives has weaknesses that appear to be at least as serious as the inadequacies of the exhaustive-scanning model. My current preference is for a strategy of theorizing that retains the exhaustive-scanning process and elaborates the model by investigating the other processing stages and considering mixtures of processes.

Finally I described five recent developments that I find intriguing and that seem to shed more light on the scanning process as well as on other issues in memory research. The "translation effect" tells us about the coding of information in memory. Work with lists of words that are organized into categories suggests that search is partially but not wholly selective. The correlation between slopes and their ratios supports the idea that the high speed of the scanning process may depend on its exhaustiveness. Extension of the paradigm to long lists in long-term memory illuminates the role of familiarity in recognition and suggests elaborations of the scanning model for the case of short-term memory. And the relations between the scanning rate and the immediate memory-span links the recognition-RT approach to more traditional studies of recall accuracy.
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The present experiments explored ways in which information encoded along different dimensions might be co-ordinated to determine memory performance. First, can an acoustic similarity decrement be offset by additional semantic encoding? Experiment I offers evidence for this compensatory interaction of codes. Second, does trade-off occur such that more information held in one code means less in another code? Third, are codes additive? Experiment II offers no support for the notion of a trade-off between encoding systems. However, when two codes were made available in the second study, recall was increased over the level achieved by either code alone.

Introduction

Theoretical approaches to human memory are increasingly being framed in terms of processes and codes rather than in terms of time or limited-capacity store (Atkinson and Shiffrin, 1971; Craik and Lockhart, 1972; Paivio, 1971; Posner 1972). While it made sense a few years ago to state that the coding in short-term memory was largely acoustic and that the coding in long-term memory was predominantly semantic (Baddeley, 1966a, b), this distinction between the two postulated storage systems is now less clear cut. First, there was discussion of whether short-term coding was truly “acoustic” or more properly “articulatory” in nature (e.g. Wickelgren, 1969), followed by demonstrations that either code could be used depending on the experimental situation (Levy, 1971; Peterson and Johnson, 1971). Also, claims for a short-term visual code (Kroll, Parks, Parkinson, Bieber and Johnson, 1970) and for short-term semantic encoding (Shulman, 1970) have been made. If short-term retention reflects recall of information encoded along variety of dimensions, rather than from only an acoustic code, it seems preferable to examine the characteristics of each hypothetical coding system directly. For purposes of discussion, the terms “coding system” and “code” refer to hypothesized modality-specific memory traces, believed to be produced by the modality-specific
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The caption to Figure 3 should read:

Fig. 3. Results of two experiments in which size of the negative set was varied. Mean latencies for correct responses (heavy bars) with estimates of ± s.e., as functions of size of negative set, for positive sets of size 2 [a] six subjects; about 720 observations per point; $F = 0.02, df = 2.8$ and size 4 [b] eight subjects; about 640 observations per point; $F = 1.01, df = 3.18$. Also shown in figure are the separate means for responses to stimuli in the smaller, positive set (filled circles) and for responses to stimuli in the larger, negative set (open circles).

The reference to Swanson and Briggs (1971) should read:


These errors may result from failures of learning, retention, or retrieval, and one difficulty in the traditional approach is the disentangling of these alternative sources of error.

During the past decade a complementary approach to the study of memory has become increasingly popular. Here memory is examined under conditions in which it functions successfully and produces performance that is virtually errorless. By applying time pressure to the subject under these conditions, the experiments can induce some of the mechanisms at work to reveal themselves, not by how they

* This paper is based on the Fourth Sir Frederic Bartlett Lecture, delivered to the Experimental Psychology Society in London, January 1973. I thank the Society for this opportunity to honor the memory of F. C. Bartlett. I also thank the John Simon Guggenheim Memorial Foundation for its fellowship support during the period when this paper was initially drafted, and the Department of Psychology of University College London for its hospitality. I am grateful to R. L. Knoll, T. K. Landauer, D. E. Meyer, and A. M. Wing for helpful criticism of the manuscript.