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Abstract

The ability to process motion is crucial for coherent perception and action. While the majority of studies have focused on the unimodal
factors that influence motion perception (see, for example, the other chapters in this Special Issue), some researchers have also investigated
the extent to which information presented in one sensory modality can affect the perception of motion for stimuli presented in another
modality. Although early studies often gave rise to mixed results, the development of increasingly sophisticated psychophysical paradigms
are now enabling researchers to determine the spatiotemporal constraints on multisensory interactions in the perception of motion. Recent
findings indicate that these interactions stand over-and-above the multisensory interactions documented previously for static stimuli, such
as the oft-cited ‘ventriloquism’ effect. Neuroimaging and neuropsychological studies are also beginning to elucidate the network of neural
structures responsible for the processing of motion information in the different sensory modalities, an important first step that will ultimately
lead to the determination of the neural substrates underlying these multisensory contributions to motion perception.
© 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

Our ability to extract information regarding movement is
fundamental both for deriving and maintaining useful repre-
sentations of the environment, and also for the planning and
execution of action. As for many other perceptual domains,
information regarding the movement of stimuli (i.e. their di-
rection, speed, etc.) is often available via several sensory
modalities simultaneously (think, for example, of tracking a
partially occluded animal moving through the undergrowth).
While vision may provide the most salient information with
regard to stimulus motion, audition and somatosensation can
also provide important cues, particularly when stimuli are
occluded, or else move outside the current field of view (such
as when objects move behind the head).

Despite its obvious adaptive importance, and after more
than a century of intermittent research on this topic (see
Ryan, 1940; Urbantschitsch, 1902; Zietz & Werner, 1927,
for early work), our knowledge concerning how motion sig-
nals from different sensory modalities are integrated is still
fairly limited. Nevertheless, there has been a rapid growth of
interest in this area over the last few years, with researchers
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moving from the phenomenological approaches that charac-
terized many early studies (e.g.Zapparoli & Reatto, 1969) to
the development of increasingly sophisticated psychophys-
ical paradigms that are currently enabling researchers to
investigate the spatio-temporal constraints on multisensory
contributions to the perception of dynamic stimuli.1 Our un-
derstanding of these constraints on human perception has
also been complemented by recent cognitive neuroscience
studies that have begun to reveal the networks of neural
structures involved in the integration of motion information
across the senses.

In the present review, we start by evaluating the be-
havioural evidence regarding multisensory contributions to
the perception of motion, as well as outlining some of the
key constraints affecting such integration. We then proceed

1 Despite early claims for the perception of ‘multisensory motion’ based
on phenomenological observation (e.g.Zapparoli & Reatto, 1969), the
majority of contemporary researchers have argued that there is no such
thing as ‘multisensory motion’ per se (i.e. intermodal apparent motion;
e.g.Allen & Kolers, 1981; see alsoHirsh & Sherrick, 1961), but instead
there are only multisensory contributions to the unimodal perception of
motion. That is, they believe that the phenomenal perception of motion is
always tied to (or experienced within) a single sensory modality, although
such unimodal perceptual experience can be modulated by the occurrence
of stimuli (either moving or stationary) in other sensory modalities (cf.
Driver & Spence, 2000).
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to highlight recent neuroimaging and neurophysiological
data regarding the neural substrates of motion processing
that may underlie some of these multisensory perceptual
interactions.2

2. Multisensory contributions to the perception of
motion: behavioral evidence

For many years, researchers have investigated the question
of whether the presentation of stimuli in one modality (either
moving or stationary) can affect the perception of motion
of stimuli presented in another modality (seeSoto-Faraco &
Kingstone, in press, for a detailed review). Many of these
behavioral studies have examined whether the presentation
of a static stimulus in one modality affects various aspects of
motion processing in another modality, such as its trajectory
(e.g. Hall & Earle, 1954; Hall, Earle, & Crookes, 1952;
Lakatos, 1995; Sekuler, Sekuler, & Lau, 1997; Spelke, Born,
& Chu, 1983; Watanabe & Shimojo, 2001a,b), its speed
(e.g.Manabe & Riquimaroux, 2000), or the threshold for the
perception of apparent motion (e.g.Allen & Kolers, 1981;
Gilbert, 1939; Maass, 1938; Ohmura, 1987; Staal & Donderi,
1983; Zietz & Werner, 1927).

Other researchers have looked at the influence of the
presentation of a moving stimulus in one modality upon
the perception of a stationary stimulus presented in an-
other modality (e.g.Ehrenstein & Reinhardt-Rutland, 1996;
Mateeff, Hohnsbein, & Noack, 1985; Thurlow & Kerr,
1970). For example, Mateeff et al. (Experiment 1) reported
that while participants were tracking a moving visual target
with their eyes, a stationary sound presented for about 1 s
appeared to move in the same direction as the visual stim-
ulus. However, apparently contradictory results were re-
ported by Ehrenstein and Reinhardt-Rutland. In their study,
participants were placed at the centre of a visually-textured
drum that was rotated around them for 2.5 min in either a
clockwise or anticlockwise direction. An auditory stimulus,
presented for 2–6 s from a loudspeaker cone placed behind
the drum shortly after it had stopped rotating, was mislocal-
ized in the opposite direction to that of the visual adapting
stimulus. However, no impression of auditory movement
was reported by the participants in this study. It is possible
that the apparent auditory motion reported in Mateeff et al.’s
study may simply reflect an artefact of the use of a forced

2 Due to space constraints, this review will be restricted to evaluat-
ing multisensory contributions to the perception of movement of external
stimuli. It should, however, be noted that there is an equally volumi-
nous (though largely independent) literature investigating multisensory
contributions to the perception of self-motion (typically focusing more
on the integration of kinaesthetic, proprioceptive, gravitational, and visual
cues; e.g.Dichgans & Brandt, 1978; Jeka, Oie, & Kiemel, 2000; Maioli
& Poppele, 1991). There is also a growing body of research look-
ing at the consequences of self-movement, or action, on the perception
of movement of external stimuli (e.g.Arnoult, 1952; Gemelli, 1951;
Jackson, 1953; Thurlow & Kerr, 1970; Wohlschläger, 2000; Wohlschläger
& Wohlschläger, 1998; see alsoNeff, 1936, for a review of early studies).

choice response paradigm. That is, even if participants did
not experience any auditory motion, they were still forced
to respond that the sound moved either to the left or to the
right on every trial. Meanwhile, the discrepancy between
the direction of displacement of the auditory stimuli re-
ported in these two studies may reflect the differing extents
to which the movement of the visual stimuli/environment
elicited sensations of self- as opposed to object-motion
(see Arnoult, 1952; Gemelli, 1951; Thurlow & Kerr,
1970).

Researchers have also shown that the presentation of two
stationary stimuli in different modalities can sometimes
elicit a sensation of movement within one of the modali-
ties (e.g.Hikosaka, Miyauchi, Takeichi, & Shimojo, 1996;
Shimojo, Miyauchi, & Hikosaka, 1997; see alsoMaass,
1938). For example, Shimojo et al. reported that a horizon-
tal line presented on a screen can actually appear to shoot
from left-to-right (or right-to-left) if an auditory or tactile
stimulus is presented on the left (or right, respectively) just
before the line itself is presented.3 However, these studies
of the line-motion illusion, as well as the other studies dis-
cussed so far, are only marginally informative with regard
to the question of how multisensory motion cues are inte-
grated. This is because they do not specifically address the
perceptual consequences of processing concurrent motion
signals in different sensory modalities.

There are, however, a number of studies that have
more directly addressed the effects of movement from one
modality on the perceived movement of stimuli in another
modality. Early studies byZapparoli and Reatto (1969)and
Anstis (1973; see p. 338) suggested that the direction of
visual motion can have a profound effect on the perceived
direction of auditory motion. However, given that these
early studies used a phenomenological approach, their de-
scriptive results should be treated, at best, as suggestive.
Indeed, a subsequent empirical investigation byAllen and
Kolers (1981)using psychophysical methods failed to sup-
port these early descriptive results. They found that both
moving and static visual distractors increased the likelihood
of people experiencing auditory apparent motion with re-
spect to an auditory alone condition. In fact, both the static
and the moving visual stimuli had a very similar crossmodal
influence on the perception of auditory apparent motion
stimuli, regardless of the relative direction (i.e. same versus
opposite) of auditory and visual motion. Similarly,Staal
and Donderi (1983)reported that the sequential presenta-
tion of a pair of 1000 Hz tones, one presented to either ear
over headphones, reduced the threshold for the perception
of apparent motion of a pair of visual stimuli (presented
via LEDs situated directly in front of the observers). This

3 Although the ‘line-motion’ illusion, has been considered by some
researchers to reflect an effect of attention in one modality on the per-
ception of motion in another modality (e.g.Shimojo et al., 1997; see
alsoCavanagh, 1992), other researchers have argued for a non-attentional
(low-level perceptual) account for this effect instead (e.g. seeDowning
& Treisman, 1997).
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reduction in threshold took place both when the auditory
and visual stimuli moved in the same direction and when
they moved in opposite directions (although the reduction
was numerically larger for congruent movement, it is un-
clear from Staal and Donderi’s study whether the difference
between these conditions reached statistical significance
or not).

Mateeff et al. (1985)also conducted two further exper-
iments in their study first described earlier in this article.
In one experiment, participants judged the direction of mo-
tion of a briefly-presented sound moving to the left or right
while they simultaneously tracked a visual stimulus moving
in the same or opposite direction. The motion of the audi-
tory stimulus was adjusted according to a psychophysical
staircase procedure to determine the actual velocity and di-
rection necessary for the sound to be perceived as station-
ary (computed as the point where participants made left and
right responses with equal probability). The results showed
that auditory stimuli needed to be presented in the contrary
direction, and at a velocity of 25–50% of that of the visual
target, in order to appear as being ‘static’. This implies that
the perception of auditory motion tended to be captured by
the direction of visual motion. In a final experiment, Ma-
teeff et al. also found that while the greatest visual cap-
ture effects occurred when participants overtly tracked the
visual stimulus, a robust, albeit somewhat reduced, visual
capture effect was still reported when participants main-
tained central fixation throughout the trial.4 These latter re-
sults therefore represent some of the strongest evidence for
an interaction in the processing of auditory and visual mo-
tion, prior to the recent rekindling of interest in this topic
(see below).

The recent resurgence of interest in multisensory phe-
nomena has resulted in the development of a variety of
novel psychophysical paradigms to investigate the nature of
multisensory contributions to motion perception (e.g. see
Kitagawa & Ichihara, 2002; Kitajima & Yamashita, 1999;
Meyer & Wuerger, 2001; Shams, Allman & Shimojo, 2001;
Soto-Faraco, Spence, & Kingstone, 2003; Vroomen & de
Gelder, in press; Wuerger, Hofbauer & Meyer, 2002a).
These studies have raised a number of important issues re-
garding the multisensory integration of motion information,
such as the spatiotemporal modulation of such effects, the
level of information processing at which such multisensory
interactions take place, the hierarchy of sensory dominance
for motion signals presented in different modalities, and the
role of attention in both determining sensory dominance
and modulating multisensory integration effects. These
issues are discussed in more detail in the sections that
follow.

4 This is an important result because it demonstrates the potential role of
eye movements in modulating visual capture effects. This eye movement
confound may also compromise the interpretation of many other studies,
where no attempt was made to ensure, or monitor, constant fixation.

2.1. Spatiotemporal modulation of multisensory
contributions to motion perception

An extensive body of behavioural and neuroscience re-
search has demonstrated that the most powerful multisensory
integration effects occur when stimuli from different sensory
modalities are presented from the same position at approxi-
mately the same time, and fall off as the spatial and/or tem-
poral separation between the stimuli increases (e.g. seeKing
& Palmer, 1985; Stein & Meredith, 1993). Importantly, how-
ever, when the early studies on multisensory integration of
motion are seen in this light, it becomes unclear whether the
null results reported in certain of the early studies on cross-
modal motion perception (e.g. regarding the effects of direc-
tional congruency,Allen & Kolers, 1981; Staal & Donderi,
1983) reflect a genuine lack of interaction in motion signals
between different sensory modalities, or simply a failure to
integrate stimuli that happened to have been presented from
very different spatial locations.5 In the real world, stimuli
coming from the same location are presumably more likely
to originate from the same object and hence to provide con-
sistent information concerning its movement. Given such
an assumption of common origin, one might expect the ma-
jority of multisensory integration and sensory dominance
effects to take place when there is a coincidence of the spa-
tiotemporal characteristics of the various dynamic stimuli.
Support for the importance of spatial factors in determining
the results of previous studies comes from research show-
ing that the magnitude of any multisensory contributions to
motion perception decreases as the spatial distance between
stimuli presented to different modalities increases (e.g.
Hall & Earle, 1954; Meyer & Wuerger, 2001; Soto-Faraco,
Lyons, Gazzaniga, Spence, & Kingstone, 2002; Wuerger
et al., 2003). Similarly, several researchers have also demon-
strated the importance of temporal synchrony for maximiz-
ing any multisensory contributions to motion perception,
with multisensory contributions to motion perception falling
off as the temporal asynchrony between the component sig-
nals increases (e.g.Ohmura, 1987; Soto-Faraco et al., 2002,
in press).

2.2. Level of processing

Despite the divergence in methods used and results
reported, some earlier studies suggested a robust effect
of motion signals in one modality on the perception of
motion signals in another modality (e.g.Anstis, 1973;
Mateeff et al., 1985; Zapparoli & Reatto, 1969). However, it
is important to try and distinguish the level(s) of processing
at which such multisensory interactions take place. More

5 Note also that other studies in which significant effects were found, but
where different modality stimuli were presented from different locations
or along different trajectories, may also have underestimated the true mag-
nitude of any effects they reported (e.g.Ehrenstein & Reinhardt-Rutland,
1996; Gilbert, 1939; Ohmura, 1987; Mateeff et al., 1985).
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specifically, a point of contention in the literature pertains to
the distinction between multisensory integration processes
that occur during the perception of stimuli, and other influ-
ences more related to decisional and/or response processes
(i.e. processes that are not specific to motion perception
per se, perhaps taking place after the properties of each
individual motion signal has been computed). In simple
terms, the former would affect the way in which the stimuli
are actually experienced, while the latter would modify the
way in which the responses to the stimuli are selected or
executed, without necessarily implying changes in one’s
phenomenal experience. As with many research areas, it
has proved difficult to determine the relative contribution
of perceptual versus post-perceptual (or cognitive) factors
to the behavioral effects reported in the laboratory (see, for
example,Bertelson, 1998; Bertelson & Aschersleben, 1998;
Choe, Welch, Guilford, & Juola, 1975; Soto-Faraco, Spence
& Kingstone, 2003; Welch, 1999; Wohlschläger, 2000, on
this issue).

Meyer and Wuerger (2001)attempted to address this topic
by measuring their participants’ ability to discriminate the
direction of visual motion of random dot kinematograms
as a function of the directional congruency of an irrelevant
sound source (presented from pairs of loudspeaker cones
situated either behind, or to one or the other side of the
visual display). Their results were best fitted by a model
assuming that the visual and auditory motion signals were
perceived independently, and that the congruency effect of
auditory motion (found when the visual signal was ambigu-
ous) could be accounted for entirely by decisional biases
(see alsoWuerger et al., 2002a, for similar results). Meyer
and Wuerger’s results therefore highlight the important role
that post-perceptual factors can have in the interpretation of
crossmodal interactions in the domain of motion process-
ing (see alsoBertelson, 1998; Choe et al., 1975; Welch,
1999). The critical question remains whether, besides the
generic non-perceptual processes highlighted by Meyer and
Wuerger, there are also genuinely perceptual interactions
that are specific to the processing of motion information.

One source of evidence that suggests potential inter-
actions at early levels of sensory information processing
comes from studies of adaptation after-effects (Kitagawa &
Ichihara, 2002; Vroomen & de Gelder, in press). For exam-
ple, Kitagawa and Ichiara studied crossmodal after-effects in
the perception of motion in depth. They reported that a sound
usually perceived as fixed in intensity was judged as if it was
decreasing in intensity (i.e. as if it was receding) after adapta-
tion to a looming square, or as increasing in intensity (i.e. as
if it was approaching) after adaptation to a receding square.
Although these results are consistent with an interpretation
of multisensory interactions occurring at an early level of
stimulus processing, the data are not conclusive on this
point. Indeed, the potential contribution of post-perceptual
processes such as response compatibility effects between
the potential responses elicited by the target (increasing
versus decreasing) and the direction of the adaptor stimulus

(looming versus receding) cannot be ruled out.6 As pointed
out by several authors, these post-perceptual influences do
not only take place for immediate sensory interactions, but
can also influence after-effects as well (e.g.Bertelson &
Aschersleben, 1998; Choe et al., 1975; Welch, 1999).

In another recent study,Vroomen and de Gelder (in
press)addressed the contribution of the perceptual (ver-
sus post-perceptual) levels of processing using an audi-
tory motion after-effect (the contingent auditory motion
after-effect). In the critical conditions, the moving auditory
adaptors were accompanied by either congruent or incongru-
ent visual motion stimuli that participants had to track with
their eyes. The results showed that the auditory after-effect
was contingent upon the direction of the visual adaptor
and not the auditory adaptor. Although Vroomen and de
Gelder used a procedure in which the response alternatives
were not orthogonal to the adapting stimuli (and are there-
fore also prone to post-perceptual response compatibility
effects), the fact that static auditory adaptors accompanied
by moving visual adaptors did not produce the after-effect
supports a perceptual interpretation of their findings.

Some findings using online measures (i.e. immediate
perceptual responses as opposed to after-effects) also sug-
gest that the integration of motion signals can occur at
specifically perceptual stages of processing. For example,
Soto-Faraco et al. (in press)demonstrated that people could
judge the direction of an otherwise unambiguous audi-
tory apparent motion stream (moving either leftward or
rightward) almost perfectly when a directionally congruent
visual apparent motion stream was presented concurrently
(or when no visual motion was present at all). In contrast,
participants responded incorrectly on as many as half of all
the trials when the visual motion occurred in the direction
opposite to that of the apparent auditory motion (seeFig. 1).
This crossmodal dynamic capture effect remained even
when confidence ratings were taken after each response,
and only those trials in which participants were highly con-
fident about their judgements were included (Soto-Faraco
et al., in press; seeFig. 1d). This finding therefore suggests
that visually incongruent motion did not simply reduce the
response certainty for participants (which would have in-
creased the potential for cognitive factors to influence their
decisions), but instead resulted in the sounds appearing to
move in the same direction as the lights (i.e. visual capture
of the perceived direction of auditory motion).

In a more recent study,Soto-Faraco et al. (submitted for
publication) provided another demonstration of the gen-
uinely perceptual basis of the crossmodal dynamic capture
effect. Soto-Faraco et al. used psychophysical staircases

6 Even when there is no potential congruency relationship between
responses and irrelevant information, subtler cognitive influences may also
influence performance (cf.Hubbard, 1995). Indeed, the mere awareness
that some trials in an experiment contain conflicting information, while
others do not, could form the basis for criterion shifts by observers
(Bertelson & Aschersleben, 1998; Welch, 1999).
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Fig. 1. (a) A schematic outline of the experimental set-up used inSoto-Faraco et al. (2002, in press). (b) A summary chart of the type of trials included
in the experiments. These four types of trial (as well as the complementary ones where auditory motion was from right-to-left) were presented repeatedly,
and in a random order. (c) Results from the auditory motion direction discrimination task (proportion correct+S.E.) as a function of the relative direction
and synchrony of the visual motion distractor. (d) Data from a further experiment (Soto-Faraco et al., in press) in which participants rated their confidence
(on a scale 1–5, where 1 was “guessing” and 5 was “positive”) after each response. Only high confidence trials were included in this analysis. The
number at the base of each bar is the average confidence rating for that condition (error bars once again represent+ S.E.).

to assess the threshold SOA for the accurate perception of
motion direction under unimodal and bimodal conditions.
In unimodal displays, participants were presented with one
apparent motion stream (either visual or auditory) and their
task was to discriminate its direction (left or right). The
SOA of each type of apparent motion stream (i.e. the in-
terval between the onset of the first and the second sound,
or the first and second light) was adjusted according to
several interleaved staircases (ranging between 1000 ms
SOA right-to-left streams and 1000 ms left-to-right streams)
with variable step size. The staircases were iterated until a
point of perceptual uncertainty was found (i.e. the average
SOA where response reversals occurred). In bimodal dis-
plays, participants were presented with two apparent motion
streams simultaneously (one in each modality) and they had
to judge if the two motion streams moved in the same or dif-
ferent directions. The SOA of the apparent motion streams
was again adjusted according to several interleaved stair-
cases (ranging between 1000 ms SOA streams moving in the
same direction and 1000 ms streams moving in opposite di-
rections) until a point of perceptual uncertainty was reached
(i.e. the SOA at which response reversals occurred, indicat-
ing that participants were unsure about if the two streams
moved in the same direction or in opposite directions).

The data revealed that participants perceived the direction
of motion in unimodal displays (visual or auditory) very ac-
curately, even when the SOA was at its minimum value of
75 ms (seeFig. 2). However, in bimodal displays they could
not discriminate whether two simultaneously presented ap-
parent motion streams (one visual and the other auditory)
moved in the same or different directions unless the SOA
was greater than 300 ms. Moreover, for SOAs below 300 ms,
participants systematically classified different-direction dis-
plays as same-direction displays (thus replicating the dy-
namic ‘capture’ result fromSoto-Faraco et al. (2002, in
press)discussed above). These data indicate that (1) it is not
possible to evaluate the visual and auditory motion compo-
nents of the bimodal displays independently at SOAs where
information about the direction of motion is readily avail-
able under unimodal conditions; and (2) that the two mo-
tion signals appear to move in the same direction when they
are, in fact, moving in different directions (indicating the
potential dominance of one modality over the other). It is
important to note that this psychophysical method controls
for two important post-perceptual confounds that are often
present in crossmodal studies in this area. First, in the bi-
modal condition there was no potential conflict between the
available responses (same versus different), and the direction
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Fig. 2. Results in the staircase study reported bySoto-Faraco et al. (submitted for publication). Bars show the average SOA threshold (+S.D.) of
perceptual uncertainty in each condition (described below). This threshold was assessed using the average SOA value of the last 12 reversals of each
staircase for each participant. The higher the threshold the less accurate the performance. In the unimodal conditions, (a) and (b), the bars represent the
average SOA value at which the left/right judgments were less certain. These staircases started with 1000 ms SOA streams (moving from left-to-right
or from right-to-left) and the SOA was adjusted for each staircase in successive trials according to the participant’s responses. The results show that
this uncertainty SOA was close to 0 ms, indicating that unimodal perception was very accurate. In bimodal displays with the same/different task, (c)
and (d), the bars represent the SOA at which participants were more uncertain in discriminating displays containing two simultaneous apparent motion
streams moving in the same direction from displays containing two simultaneous apparent motion streams moving in opposite directions. The results
show that when the two inputs were spatially aligned discrimination was worse than in the unimodal conditions and worse than when the two inputs
were misaligned (see text). In bimodal displays with the left/right discrimination task, participants judged the direction of the visual (e) or the auditory
apparent motion stream (f) from a display containing two apparent motion streams, one in each modality. When participants responded to the visual
stream, their performance was as accurate as in the unimodal visual displays. However, when the participants responded to the auditory stream, the
threshold for the left/right motion discrimination was as high as in the bimodal displays using the same/different task (c).

in which motion occurred in each modality (leftward versus
rightward). That is, the response dimension was orthogo-
nal to the directional information present in either modality
(note that this contrasts with previous psychophysical stud-
ies; e.g.Kitagawa & Ichihara, 2002; Mateeff et al., 1985,
Experiments 2 and 3;Vroomen & de Gelder, in press; see
alsoSpence, Shore, & Klein, 2001b, on this issue). Second,
the thresholds found reflected the point of perceptual uncer-
tainty, and therefore, by definition the point at which partici-
pants became unaware as to whether the direction of motion
of the two modalities was in conflict or not (seeBertelson
& Aschersleben, 1998; Caclin, Soto-Faraco, Kingstone, &
Spence, 2002, for similar approaches). This is important be-
cause without the knowledge about conflict, any potential
cognitive bias cannot operate differentially for conflicting
versus congruent motion conditions.

Two further controls were, however, necessary to ensure
that these results reflected the consequences of multisen-
sory integration. In one, we ruled out the potential account
that performance in the bimodal condition was worse than
in the unimodal condition simply because the necessity of
having to attend to two streams instead of just one may have
increased the attentional load sufficiently to impair perfor-
mance (Spence, Nicholls, & Driver, 2001a). We repeated
the staircase methodology, but now misaligned the visual
and auditory inputs—a manipulation that should weaken
multisensory integration (Stein & Meredith, 1993) rela-
tive to the previous study, while matching for any changes

in attentional load. In this experiment, the discrimination
thresholds decreased significantly. That is, discrimination of
same-different direction displays was easier for misaligned
inputs than for aligned inputs although the attentional re-
quirements of the task were the same in both cases. In the
other control experiment, we addressed the potential issue
that bimodal displays were responded to less accurately
than unimodal displays because a different type of discrim-
ination response was used (same/different versus left/right
discrimination, respectively). We ran the bimodal staircases
again, but now used a left/right discrimination task instead
of a same-different task. We recreated the divided attention
conditions of the original bimodal experiment by leaving
participants uncertain as to which modality they would have
to respond to until after the displays had been presented
(using an audiovisual post-stimulus response cue). In this
experiment, we found that visual directional discrimination
was as accurate as it had been in the unimodal condition. In
contrast the thresholds for auditory directional discrimina-
tion were nearly identical to the bimodal thresholds obtained
in the original same-different task. This result indicates that
performance in the bimodal conditions was not due to the
type of output task (or response) used. It also reveals an
interesting asymmetry between auditory and visual motion
cues that will be discussed in the next section.

To summarize, the question about the level of processing
at which crossmodal effects occur has important impli-
cations for theories that seek to describe the mechanisms
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subserving multisensory integration. However, the issue
is both complex and controversial. With the recent de-
velopment of increasingly refined psychophysical tools,
the picture that is emerging is one of different processing
levels that are intimately linked, and both perceptual and
post-perceptual stages of processing seem to play an impor-
tant role. Indeed, while the perceptual/decisional distinction
may be an intuitively plausible one, even defining these
terms in a formal manner has proven to be a difficult task
for researchers in the field.

2.3. Asymmetries

A typical feature of many classes of crossmodal inter-
actions is that they often show modality dominance. For
example, in the ventriloquist illusion, visual stimuli alter
the perceived location of sounds, but the reverse effect is
much weaker, if found at all (seeBertelson & de Gelder,
in press, for a review). The same type of asymmetry (i.e.
visual dominance) has also been found in many other do-
mains as well (e.g. shape/size in touch-vision;Rock &
Harris, 1967), whereas the reverse asymmetry (i.e. sound
altering visual perception) has often been reported for
tasks involving some form of temporal discrimination (e.g.
Morein-Zamir, Soto-Faraco & Kingstone, 2003; Repp &
Penel, 2002; Shams, Kamitani, & Shimojo, 2000; Welch,
DuttonHurt, & Warren, 1986). In the domain of motion
perception, the results of various studies suggest a domi-
nance of visual motion cues over both auditory (Kitagawa
& Ichihara, 2002; Soto-Faraco et al., in press, submitted
for publication; though see alsoManabe & Riquimaroux,
2000) and somatosensory motion cues (Soto-Faraco et al.,
2000). For example, Kitagawa and Ichiara found that visual
adaptors produced auditory motion after-effects, but that au-
ditory adaptors did not produce visual motion after-effects
(note that a similar asymmetry was also highlighted in early
studies involving phenomenological reports; e.g.Anstis,
1973; Zapparoli & Reatto, 1969; see alsoAllen & Kolers,
1981; Ohmura, 1987).

However, the appropriate interpretation of such asym-
metries is by no means obvious, because they can reflect
a variety of qualitatively distinct causes. On the one hand,
they might reflect the underlying organization of the per-
ceptual systems (e.g. visual motion input receives a higher
weighting in the integration process than the motion cues
presented to other sensory modalities). On the other hand,
these asymmetries could just as well be caused by the par-
ticular properties of the stimuli used (e.g. perhaps the visual
inputs used in the majority of studies were simply more
intense, or elicited a better ‘quality’ of motion). In an exper-
iment addressing the asymmetry issue,Soto-Faraco et al.
(2003) found that the congruency effects of visual motion
direction on the perception of auditory motion direction
(discussed above) did not occur in the reverse direction. In
their study, auditory apparent motion did not influence the
perception of visual motion direction even when using an

ISI where the apparent motion threshold of the two modal-
ities was equivalent, suggesting that visual dominance in
motion may reflect intrinsic processing characteristics rather
than a particular imbalance between the two inputs.7

2.4. The role of attention and perceptual grouping

One important aspect in the interpretation of perceptual
asymmetries is the relative distribution ofattentionacross
different sensory modalities. Many studies have shown that
the degree to which motion information is processed de-
pends on the allocation of attention both within a particular
sensory modality (e.g.Alais & Blake, 1999; Beer & Röder,
2002; Chaudhuri, 1990; seeRaymond, 2000, for a review),
as well as between sensory modalities (e.g.Berman & Colby,
2002; Spence, Chan & Simm, 2000; though seeRees &
Lavie, 2001). Following on from the previous section, sev-
eral researchers have postulated that visual input may often
dominate over input from other modalities because of a
pervasive bias to attend preferentially toward the visual
modality, rather than to any of the other sensory modalities
(e.g.Posner, Nissen, & Klein, 1976; Spence et al., 2001b).
Consistent with such a view are older studies that have re-
ported sensory dominance patterns that are to some degree
malleable by specific attentional manipulations (e.g.Canon,
1970, 1971; Warren & Schmitt, 1978). However, the major-
ity of more recent studies have failed to demonstrate any role
of attention on multisensory integration in the static ventrilo-
quism effect (e.g.Bertelson, Vroomen, de Gelder, & Driver,
2000; Driver, 1996; Spence & Driver, 2000; Vroomen,
Bertelson, & de Gelder, 2001; seeBertelson & de Gelder,
in press, for a review).

Given this mixed pattern of results in previous studies,
we recently studied the effects of attention on the cross-
modal dynamic capture phenomenon reported earlier. In a
first experiment, we used simultaneous auditory and visual
apparent motion displays to evaluate the effects of divid-
ing attention between the two modalities (participants were
uncertain about which modality they would have to report
on). When compared with the usual focused attention con-
ditions (where participants knew in advance which modality
constituted the target modality), any modulation in dynamic
capture attributable to the direction of attention was found
to be only marginal (seeFig. 3a and b).

7 Even when the two modalities are matched in one or more respects, it
is difficult to ensure a perfect equilibrium that renders a clear interpretation
in terms of information processing differences, rather than simply in
terms of stimulus properties per se. However, this reflects the more
general problem of assessing modality dominance present in crossmodal
literature as a whole, given the difficulties associated with trying to match
stimulus intensity across different sensory modalities (seeSoto-Faraco &
Kingstone, in press; Spence et al., 2001b). One potential way to circumvent
this problem would be to conduct parametric studies using different
saliency values across the two modalities involved. Along these lines,
Soto-Faraco et al. (2002)found that large variations in sound intensity
had only a mild effect on the degree of crossmodal dynamic capture.
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Fig. 3. Results from two additional experiments reported in this review. (a) and (b) show the results from an experiment in which the simultaneous
apparent motion streams were presented under two different attention conditions: focused (attend to the sound motion or attend to the visual motion)
or divided (attend to both motion signals simultaneously). Accuracy in discriminating the direction of auditory motion as a function of congruency of
visual distractors and attention condition is shown in (a), and the accuracy of discriminating the direction of visual motion is shown as a function of
congruency of auditory distractors and attention in (b). (c–d) Represent the data from a second experiment where the same motion discrimination task
was performed in combination with a monitoring task at fixation (searching for pre-defined targets in a rapidly-presented visual or auditory stream).
The modality of the target motion display in the directional discrimination task and the stream containing the target in the monitoring task were varied
systematically. (c) Shows auditory motion discrimination performance as a function of visual congruency and the sensory modality of the monitored
stream. (d) Shows visual motion discrimination performance as a function of auditory congruency and the modality of the monitored stream.

In a subsequent experiment, we addressed whether this
marginal effect of attention on dynamic capture would
reach significance if the participant’s task was made more
attentionally-demanding (cf.Spence et al., 2001a). The par-
ticipants in this new experiment were required to perform a
switch between a sustained attention task and a direction of
motion discrimination task. The primary task was to monitor
constantly one of two rapidly presented streams of stimuli
(one visual and the other auditory), both located centrally at
fixation, in search for pre-specified targets. The secondary
task was to respond to the direction of the visual or the audi-
tory component of a display consisting of two simultaneous
apparent motion streams (one presented in each modality)
that could be directionally congruent or conflicting. The
motion discrimination trials were identical to those used
in previous experiments and interspersed at unpredictable
times, during the sustained monitoring task. All motion tri-
als contained a task-switch (from the target monitoring to

the motion direction task), and half of them also contained
a modality switch (i.e. from monitoring the auditory stream
and responding to visual motion or vice versa).

In the auditory motion direction task, the congruency
effect (as a function of visual motion direction, seeFig. 3c)
was again significant, replicating our previous results. In
the visual motion task, for the first time, we observed a
small (22%) but significant congruency effect (as a func-
tion of auditory motion direction, seeFig. 3d). No effects
of modality-switching were detected over and above the
task-switch present in all conditions (e.g. directional dis-
crimination of visual motion was affected equally by au-
ditory motion no matter whether switching from a visual
or from an auditory monitoring task). These results there-
fore suggest that under conditions of high attentional load,
some modulation of visual motion processing as a function
of irrelevant auditory motion is possible. This finding ap-
pears to conflict with recent studies where variations in the
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distribution of attention failed to modulate the ventriloquist
illusion (Driver, 1996; Spence & Driver, 2000; seeBertelson
& de Gelder, in press, for a review). One potential explana-
tion for the discrepancy may lie in the type of attention ma-
nipulated. Whereas these recent studies have manipulated
the spatial distribution of attention, the present experiment,
as well as older studies showing significant attentional mod-
ulation on ventriloquism, manipulated non-spatial aspects of
attention (i.e. the distribution of attention to one or the other
sensory modality or task instead;Spence et al., 2001a).

Another potentially important factor in the study of mul-
tisensory integration of motion signals relates to perceptual
grouping. As highlighted above, temporal and spatial con-
straints are important factors for multisensory integration
in general, and for motion integration in particular. Re-
lated to these factors, parsing inputs into one perceptual
group or into segregated streams is another determinant
of multisensory integration. Although some researchers
have investigated this question for the case of static stim-
uli (see Vroomen & de Gelder, 2000), the influence of
perceptual grouping on the integration of motion signals
has received little consideration (though seeWatanabe &
Shimojo, 2001b). In a series of studies currently under way
in this laboratory (Sanabria, Soto-Faraco, Chan, & Spence,
submitted for publication), we have observed that the cross-
modal dynamic capture of perceived auditory motion by
simultaneous visual motion is significantly reduced when
the distractor visual motion is embedded within a more spa-
tially extended visual stream of stimuli moving from one
side to the other (see alsoChurchland, Ramachandran, &
Sejnowski, 1994). Note that this factor may constitute a po-
tential explanation forMeyer and Wuerger’s (2001)failure
to observe any perceptual effects in their study. For the par-
ticular type of stimuli used by Meyer and Wuerger (visual
random dot kinematograms and auditory white noise), may
not have provided sufficient cues to encourage perceptual
grouping, and consequently, the two motion signals may
have been treated as independent streams (seeWuerger,
Hofbauer, & Meyer, 2002b; Wuerger et al., 2003, for more
recent evidence supporting this account).

2.5. The role of dynamic information

Another potential issue to address when dealing with the
behavioural effects of multisensory integration of motion
signals is the dissociation between static versus dynamic
interactions.Allen and Kolers’ (1981)results (discussed
above) implied that the effects of visual motion stimuli on
an auditory apparent motion task were no different from the
effects of static stimuli (see alsoStaal & Donderi, 1983, for
similar results). It therefore becomes an important question
to assess the degree to which any crossmodal interactions
in the perception of motion results can be accounted for by
processes already known to occur (and well-documented)
for the case of static stimuli. Some researchers have used
paradigms where motion streams do not contain abrupt

onsets or offsets at the start or end points, therefore min-
imizing the presence of any static cues (e.g.Meyer &
Wuerger, 2001). Meanwhile, other investigations have ad-
dressed the question of static versus dynamic integration
processes directly (Soto-Faraco et al., 2002, 2003, in press).
For example,Soto-Faraco et al. (2002)used the auditory
discrimination of motion direction task with either congru-
ent or conflicting visual distractor motion, and manipulated
the SOA between the two elements of each apparent mo-
tion stream (the first pairing of sound/light and the second
pairing of sound/light). The normal crossmodal congruency
effect broke down when the SOA was beyond the threshold
where participants typically experienced apparent motion.
Because at larger SOAs all the elements of the displays
were still present, and the only change was that a motion
illusion was no longer perceived, these results suggest that
specifically dynamic features played a crucial role in the
crossmodal interactions observed.

2.6. Interim conclusions

Taken together, a number of recent psychophysical stud-
ies now demonstrate that multisensory contributions to mo-
tion processing can reflect both decisional/response-related
components as well as genuinely perceptual interactions in
the processing of motion signals. These studies highlight the
importance of various perceptual grouping principles, such
as spatial and temporal co-occurrence, as well as common
onset and offset in determining the magnitude of any mul-
tisensory interactions taking place. Additionally, research
has also revealed some evidence that attention may have a
modulatory role in determining the magnitude of any multi-
sensory contributions to motion processing, and that visual
motion signals tend to dominate over motion signals avail-
able to other sensory modalities. Given this growing body
of robust behavioural evidence demonstrating multisensory
contributions to motion processing, we now turn to the brain
correlates of motion processing in search of possible neural
substrates for these effects.

3. Neural correlates of multisensory integration
of motion

The brain is rich in both subcortical and cortical areas
that demonstrate a sensitivity to various properties of mov-
ing stimuli such as directionality or velocity. We now know
a great deal about the neural networks involved in visual
motion processing, but our knowledge of the networks of
brain areas involved in auditory and somatosensory motion
processing is currently somewhat more limited. Moreover,
the study of how motion information from different modal-
ities interacts in the human brain is still in its infancy. After
a brief review of motion processing networks identified for
vision, audition and somatosensation, we will discuss recent
studies concerned with the brain areas that may subserve
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multisensory interactions in the processing of motion
information.

3.1. Visual motion

Motion selective properties have been described as early
in the nervous system as the retina in some species (Barlow
& Levick, 1965). With regard to the central nervous system,
it is well known that most visual neurons in the cat superior
colliculus (SC), a sub-cortical structure, are highly sensi-
tive to motion in a particular direction (e.g.Rauschecker
& Harris, 1989; Stein & Arigbede, 1972; Sterling &
Wickelgren, 1969). However, the most extensive motion-
related regions are to be found in the cortex, where several
functionally distinct areas along the so-called dorsal path-
way (Ungerleider & Mishkin, 1982) describe a network for
the processing of visual motion. The main motion process-
ing center is V5/MT, located in the occipito-temporal cortex,
and surrounding areas (the MT+ complex), as revealed by
both human (e.g.Watson et al., 1993; Zihl, von Cramon, &
Mai, 1983; Zihl, von Cramon, Mai, & Schmid, 1991) and
non-human primate studies (e.g.Ungerleider & Desimone,
1986). The V1/V2 complex and V3 are also considered to
be part of this network, as they contain populations of neu-
rons sensitive to certain aspects of motion, and relay infor-
mation to V5/MT (e.g.Orban, Kennedy, & Bullier, 1986).
Higher order association areas in the parietal cortex that
receive projections from V5/MT as well as from V1/V2 are
also involved in the motion processing network. Amongst
them, the ventral intra-parietal area (VIP) within the intra
parietal sulcus (IPS) is strongly interconnected with V5/MT
(e.g. Maunsell & Van Essen, 1983), and has been shown
to contain directionally-sensitive neurons in the primate
brain (e.g.Colby, Duhamel & Goldberg, 1993; Duhamel,
Colby & Goldberg, 1991, 1998). A homologous region
in the human cortex often shows activation in functional
magnetic resonance imaging (fMRI) studies investigating
motion-related brain activity (e.g.Bremmer et al., 2001b).
Finally, the prefrontal cortex is also involved in the dorsal
pathway and possibly in the motion processing network as
well. On the basis of anatomical data, one would expect
the ventral premotor cortex (PMv) to be involved in some
aspects of visual motion processing, as some areas within
this region show strong interconnections with areas VIP and
V5/MT (e.g.Luppino, Murata, Govoni & Matelli, 1999).

As we will see below, some of these higher order cor-
tical areas are also implicated in the processing of motion
in other sensory modalities, and therefore provide potential
candidates sites for the multisensory integration of motion
information.

3.2. Auditory and somatosensory motion

The main cues to the spatial location of sounds (in
the horizontal plane) are interaural differences in time
of arrival (phase) and intensity. Therefore, motion direc-

tion can be characterized by changes of these parameters
over time. Neurons sensitive to such auditory motion cues
have been found at a subcortical level in both the supe-
rior (Rauschecker & Harris, 1989) and inferior colliculi
(Altman, 1968; Ingham et al., 2001) of lower mammals. At a
cortical level, nonhuman primate studies have also revealed
auditory motion selectivity in neurons of the primary audi-
tory cortex (Ahissar, Ahissar, Bergman, & Vaadia, 1992).
In accord with these animal data, human lesion studies have
also highlighted the importance of subcortical structures
(Griffiths et al., 1997a) as well as primary auditory cor-
tex (Griffiths et al., 1997b) in auditory motion processing.
However, the results of neuropsychological and neuroimag-
ing studies underline the importance of additional areas
beyond the primary auditory cortex for auditory motion
perception. These include the planum temporale (Baumgart,
Gaschler-Markefski, Woldorff, Heinze, & Scheich, 1999;
Pavani, Macaluso, Warren, Driver, & Griffiths, 2002;
Warren, Zielinski, Green, Rauschecker, & Griffiths, 2002),
the right posterior parietal cortex and the right insula
(Griffiths et al., 1996, 1998), as well as the superior parietal
cortex and the premotor cortex (Pavani, Macaluso, Warren,
Driver, & Griffiths, 2002). These studies are now therefore
beginning to reveal a number of auditory motion-related
areas that may represent part of a cortical network for
auditory motion processing.

Regarding somatosensation, various animal studies us-
ing neurophysiological techniques have revealed direction
selective neurons in primary (Costanzo & Gardner, 1980;
Hyvarinen & Poranen, 1978) as well as secondary (Whitsel,
Roppolo, & Werner, 1972) somatosensory areas (SI and SII,
respectively). Higher-order areas such as Brodmann areas
5 (Sakata, Takaoka, Kawaraski, & Shibutani, 1973) and 7b
(Graziano, Yap, & Gross, 1994; Leinonen & Nyman, 1979;
Leinonen, Hyvarinen, Nyman, & Linnankoski, 1979;
Robinson & Burton, 1980) in the superior parietal cortex
have been shown to contain neurons responsive to the direc-
tion of motion across the skin. Further along the processing
stream, area VIP in the posterior parietal cortex receives
input originating from the primary somatosensory cortex as
well as from area 7b, and contains neurons sensitive to tac-
tile motion (Duhamel et al., 1998). fMRI studies have also
suggested the presence of tactile motion-related activation in
the human IPS for tactile stimuli on the face (e.g.Bremmer,
Schlack, Duhamel, Graf, & Fink, 2001a). Meanwhile, a
recent PET study byHagen et al. (2002)revealed activation
in SI, bilaterally in SII, and in the inferior parietal lobule in
response to somatosensory motion along the forearm.

3.3. Multisensory convergence of motion information
in animal studies

Several studies have addressed potential regions where
the processing of motion information from more than one
sensory modality may converge. The results of these studies
are now beginning to reveal a number of potential candidate
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regions that may form part of a multisensory integration net-
work for motion processing, and help to rule out other areas.

At a subcortical level, one potential candidate area is the
superior colliculus (SC), because it is a multisensory con-
vergence site containing neurons that show motion sensitiv-
ity properties. However, to date, evidence for a major role
of the SC in multisensory integration of motion informa-
tion is surprisingly weak. Indeed, animal studies show that
a high proportion of the visual neurons in the SC have di-
rectional selectivity (e.g.Stein & Arigbede, 1972; Sterling
& Wickelgren, 1969), but despite initial reports of auditory
motion selective neurons (Wickelgren, 1971) it seems that,
in general, directional selectivity in auditory and somatosen-
sory neurons of the SC is rare (e.g.Clemo & Stein, 1987;
Rauschecker & Harris, 1989). Moreover, bimodal neurons
that show clear motion selectivity in two modalities have as
yet to be reported in this structure.

Area VIP, in the posterior parietal cortex, is another mul-
tisensory convergence site that, as shown by the studies
cited above, receives projections from visual motion areas
(MT+ complex) as well as from somatosensory areas related
to motion processing (SI, SII, 5 and 7b). VIP has also been
shown to contain neurons responsive to spatial properties of
auditory stimuli (Schlack et al., 2000), although its specific
role in auditory motion is less clear. Indeed, several studies
with primates have found directionally-sensitive neurons for
stimuli in different modalities in VIP, indicating its poten-
tial role in multisensory integration of motion information
(Bremmer et al., 2001b; Colby et al., 1993; Duhamel et al.,
1998). For example, Duhamel et al. studied the direction sen-
sitivity of bimodal neurons (visual-somatosensory) in area
VIP of the monkey and found that the preferred direction of
these neurons often coincided across both sensory modal-
ities. As their receptive fields are mostly circumscribed to
the face and surrounding areas in close extrapersonal space,
Duhamel et al. hypothesized that one of the roles that VIP
may accomplish is to provide a common frame of reference
for somatosensory and optical flow information during nav-
igation (see alsoBremmer et al., 2001b).

The superior temporal polysensory area (STP), a multi-
sensory converge site located around the superior temporal
sulcus, also receives projections from certain motion-related
areas. However, it is unlikely that STP plays any specific role
in motion integration, as this area does not appear to show
motion-related activity, at least for simple stimuli (Bremmer
et al., 2001a,b; Bruce, Desimone & Gross, 1981; Desimone
& Gross, 1979; though see alsoSection 3.4).

Finally, another region that receives strong projections
from motion-related areas in various modalities is the ventral
premotor cortex (PMv). In particular, PMv contains bimodal
tactile-visual neurons with similar functional properties to
those found in VIP, and seems to have a role in processing
objects moving in close extrapersonal space near the face
(e.g.Graziano et al., 1994; Graziano, Hu, & Gross, 1997).
In recent reports, some portions of the PMv of the mon-
key (polysensory zone, or PZ;Graziano & Ghandi, 2000;

Graziano, Gross, Taylor, & Moore, in press) have been found
to contain neurons that encode specific properties of motion
in vision and touch (i.e. in most of these neurons, direc-
tional selectivity coincides in the two sensory modalities). In
contrast with bimodal neurons in VIP, however, PZ neurons
often encode space in head-centered coordinates (indepen-
dent of eye orientation). As PZ is strongly connected with
the spinal cord and the primary motor areas,Graziano et al.
(in press)have recently hypothesized that this area may be
the final stage in a multisensory integration network special-
ized with defensive behavior to threatening stimuli near (or
approaching) to the body.

3.4. Multisensory convergence of motion
information in humans

Human neuropsychological lesion studies have reported
motion processing deficits circumscribed to a single modal-
ity (vision or audition), but these motion-specific deficits
have not been found to encompass more than one modality.
For example,Zihl et al. (1983)reported a patient with a bi-
lateral lesion in the lateral portions of the temporo-occipital
cortex, who failed to perceive visual motion (a syndrome
called cerebral akinetopsia) but had spared auditory and so-
matosensory motion perception abilities (Zihl et al., 1991).
In the auditory modality,Griffiths et al. (1997b)reported
a patient with damage to the right temporal cortex and the
right insula who failed to perceive auditory motion, while
retaining normal visual motion perception. To date, we are
unaware of any neuropsychological evidence supporting the
existence of specific failures to integrate motion information
across different sensory modalities.

Neuroimaging studies have, however, provided some in-
teresting insights into potential multisensory integration of
motion information in the human brain (Bremmer et al.,
2001b; Hagen et al., 2002; Lewis, Beauchamp & DeYoe,
2000). Lewis et al. used fMRI to compare the brain regions
that were active during the presentation of visual motion
and during the presentation of auditory motion. Sites of ac-
tivation common to motion in these two modalities were
found in the lateral parietal cortex (possibly IPS), lateral
frontal cortex (pre-central sulcus), the anterior midline (po-
tentially the anterior cingulate) and the anterior part of the
insula. Some of these co-activated regions are consistent
with potential multisensory integration sites found in ani-
mal studies (i.e. IPS and lateral frontal cortex). However,
the method used in Lewis et al.’s study raises some con-
cerns regarding the dissociation between the activation due
to motion-specific processes, and activation related to com-
monalities between the visual and auditory tasks not specif-
ically related to motion. Indeed, Lewis et al. found a very
similar pattern of neural activation resulting from a control
task regarding auditory pitch discrimination of static sounds,
suggesting that most of the activity found when using mo-
tion stimuli may not have been specific to motion processing
per se.
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In another study,Bremmer et al. (2001b)used fMRI to
study the pattern of brain activity related to auditory, so-
matosensory, and visual motion. One of the regions show-
ing activity in response to the three types of motion was
the posterior parietal cortex bilaterally, with the local max-
ima lying in the depth of the IPS, suggesting the potential
involvement of the human VIP area. The other region of
co-activation common to the three modalities was the ven-
tral premotor cortex (PMv), an area known to contain poly-
modal neurons that display similarity in function with those
found in VIP (e.g.Graziano, Yap, & Gross, 1994; see also
Graziano et al., in press). Finally, Bremmer et al.’s study
also revealed co-activation in the lateral inferior postcentral
cortex. The authors hypothesized that this activation corre-
sponded to SII or surrounding somatosensory association
cortex. However, Bremmer et al.’s data needs to be inter-
preted with care, as the type of motion and the baselines
used in each sensory modality were significantly different
from each other. Whereas visual motion consisted of random
dot displays moving across the fronto-parallel plane and was
compared with static dot displays, tactile motion consisted
or airflow across the forehead and was compared to the ab-
sence of stimulation. The auditory stimulus consisted of bin-
aural beats travelling across the ears and was compared with
a no-stimulation baseline (other than the scanner noise). Ad-
ditionally, there may have been a common element of ex-
pectation and attention across all stimulus modalities (see
Shulman et al., 2002). Nevertheless, Bremmer et al.’s data
do suggest that equivalent areas may be involved in poly-
modal motion processing in both monkey and human.

In another fMRI study, not specifically related to multi-
sensory integration,Howard et al. (1996)investigated the
pattern of brain activation during different types of unimodal
visual motion. Among other results, Howard and colleagues
reported activation in the superior temporal gyrus (STG), an
auditory association area related to the perception of speech.
These researchers raised the possibility that this activity
could be related to the role that visual information has in
speech perception (e.g.Calvert et al., 1997). Alternatively,
the authors suggested that this activation in STG could cor-
respond to the human analogue of STP (superior temporal
polysensory area), where neurons responsive to visual and
auditory stimuli have been identified. However, in the light
of the previously discussed animal and human findings, the
potential involvement of STP (and/or STG) in multisensory
integration of motion cues must remain, at best, speculative.
In fact, it would appear that any involvement in motion pro-
cessing may be specific to the processing of animated visual
speech stimuli (seeCalvert, Campbell, & Brammer, 2000;
Lewis et al., 2000, on this issue).

3.5. A network of multisensory convergence
of motion information?

The evidence discussed so far in both animals and humans
would appear to conform to the idea that motion informa-

tion processing proceeds in a fairly feed-forward manner
(see, for example,Lewis et al., 2000). That is, motion infor-
mation progresses from unimodal processing areas (such as
V5/MST for vision), to higher order polysensory areas (such
as VIP). This strictly feed-forward view of information pro-
cessing has recently been challenged on several fronts (see
Driver & Spence, 2000; Pouget, Deneve & Duhamel, 2002).
A number of findings now suggest that multisensory integra-
tion may be subserved, at least in part, by back-projections
from these multisensory convergence sites to areas tradition-
ally considered to be strictly unimodal (e.g.Calvert et al.,
1997; Macaluso, Frith, & Driver, 2000). In support of this
view, anatomical evidence reveals that most projections
between different brain areas are strongly reciprocal, thus
suggesting a strong role of re-entrant mechanisms (e.g.Zeki,
1993). With regard to motion processing, a recent study
using positron emission tomography (PET) found activation
of hMT (human analog of the monkey’s MIT) when partic-
ipants were presented with just tactile motion consisting of
a brush being stroked down the arm (Hagen et al., 2002). At
first pass, this finding would appear to reinforce the idea that
the neural processes subserving multisensory integration,
including the computation of dynamic properties, are highly
interactive. Indeed, this idea seems to receive support from
tracer studies in the monkey brain showing the existence of
projections from IPS back to MT (Blatt, Andersen, & Stoner,
1990; Rosa, Soares, Fiorani, & Gattass, 1993). However, in
Hagen et al.’s PET study with humans, one needs also to
consider the potential role of mental imagery before any un-
equivocal interpretation can be put forward (i.e. the possibil-
ity that when patients were instructed to attend to the move-
ment of the tactile stimulus down the arm while keeping their
eyes closed, they may have used visual imagery, and that this
might have been sufficient to activate MT/V5; e.g. seeCohen
et al., 1996; Zangaladze, Epstein, Grafton, & Sathian, 1999).
In a similar vein,Lewis et al.’s (2000)fMRI study discussed
earlier revealed the suppression of activation of hMT in re-
sponse to auditory motion; these mechanisms of suppression
may also be related to attention (Berman & Colby, 2002).

4. Conclusions

Behavioral research into the nature of crossmodal in-
fluences on the perception of stimulus motion has a long,
albeit intermittent, history. However, it is only in the last
few years, thanks in part to the development of a range of
new psychophysical paradigms, that a consistent picture has
started to emerge. Recent studies have demonstrated that
spatial and temporal factors play an important role in motion
integration, just as for many other crossmodal effects. There
is now convincing behavioral evidence to support the role
of dynamic properties in the integration of motion signals,
over and above the multisensory interactions that affect the
perception of static stimuli. Attention has also been demon-
strated to have a modest role in modulating multisensory
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contributions to motion perception. The pattern of sensory
dominance that is starting to emerge in relation to the
multisensory contributions to motion perception matches
that reported previously for the static ventriloquist illusion;
Namely, visual motion cues appear to dominate over audi-
tory and somatosensory motion cues. However, further re-
search is needed to confirm the source of these hierarchical
effects in the behavioral data (i.e. are they stimulus-related,
or do they reflect an underlying bias to attend preferentially
to a given sensory modality). Ongoing research in this labo-
ratory has also started to highlight perceptual grouping as an
important (if somewhat neglected) factor determining the na-
ture of any multisensory contributions to motion perception.

Several findings now suggest that the multisensory inte-
gration of motion signals across different sensory modalities
can occur early in perceptual processing. In addition, there
is also unequivocal support for the view that post-perceptual
(i.e. decisional and response-related) factors may have
played an important role in determining performance in
many previous behavioral studies. However, the relative
contributions of these various levels of processing is still a
matter of some debate, partly because of the lack of formal
definitions about perceptual and post-perceptual factors.
One approach to operationalizing these terms comes from
signal detection theory (e.g.Green & Swets, 1966). The pre-
sentation of a motion stimulus in one modality may affect
responses to motion presented in the other modality only
by introducing abias (β) in the criterion (c) set to decide
whether certain motion property is present in that modal-
ity. This could be contrasted with other situations in which
the presentation of motion stimuli in one modality leads
to a shift in sensitivity(d′) for the perception of whether
that certain motion property is present in another sensory
modality. One might consider changes in sensitivity to re-
flect genuine perceptual effects, whereas the former biases
might be more likely to reflect decisional and response bias
factors instead. Implementing these concepts to the prob-
lem of levels of processing in multisensory integration of
motion may provide useful insights in the future. Another
promising way to approach this question is to turn to neu-
roimaging studies, where the controversy about perceptual
versus post-perceptual factors can perhaps be re-framed in
terms of the specific brain areas involved and the tempo-
ral succession of their activation during the processing of
multisensory motion cues.

Indeed, recent neuroscience research is beginning to help
researchers to elucidate the networks of cortical structures
responsible for the processing of motion in the different
sensory modalities. In particular, neuroimaging studies in
humans and neurophysiological studies in animals have
highlighted a number of brain regions that are activated
in response to the movement of a stimulus in a specific
modality versus those areas that are co-activated by motion
information in two or more sensory modalities. These con-
vergence sites provide plausible candidates as the neural
substrates of the behavioural multisensory interactions in

motion processing that have been reported, either directly,
or via re-entrant processing. Indeed, given the purportedly
unimodal phenomenology of motion perception, together
with the clear evidence for multisensory contributions to
this type of perceptual experience, one might speculate that
interactions take place in higher-level areas with multisen-
sory neurons, while unimodal motion areas are responsible
for the unimodal phenomenology of motion perception (cf.
Driver & Spence, 2000).

Nevertheless, the present review has identified an impor-
tant gap between behavioural, neurophysiological and neu-
roimaging studies in terms of the types of stimulation used
and the specific aspects of motion processing addressed
(though see Bushara et al., 2003, for a recent exception).
Clearly, future neuroimaging studies that contrast the effects
of presenting motion in one versus two modalities, and also
consider the effects of presenting motion in congruent ver-
sus incongruent directions in different sensory modalities,
will be particularly informative in this regard. Conversely,
it might also be fruitful for behavioural studies to began
to address multisensory interactions in motion processing
in close extrapersonal space, a situation that has shown to
give rise to clear physiological correlates associated with
the obvious behavioural relevance of such stimuli.
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