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Abstract-Evidence is presented supporting the idea that the human visual system has several specific 

sensitivities to different kinds of relative motion. These specific sensitivities include: (I) sensitivity to a 

velocity difference between two different points A and B on one eye’s retinal image, the two velocities 

being directed along the line AB; (2) sensitivity to the velocity difference at A and B between velocity 

components perpendicular to the line AB (i.e. shearing motion); (3) sensitivity to rotary motion: (4) 

sensitivity to the ratio between the velocities of the left and right retinal images of an object that is moving 

in depth. These specific sensitivities can be attributed to relatively hardwired neural filters that are “tuned” 

to differenent retinal image correlates of the three-dimensional structure and motion of solid objects in 

the environment. Such filters may be of use in distinguishing rigid nonrotating objects from nonrigid or 

rotating objects. They may also be of use in recovering information from the two-dimensional retinal 

image, including information about object boundaries, the three-dimensional structure of the environ- 

ment, self-motion and object motion in depth. An alternative way of regarding certain of these specific 

sensitivities is that they might provide rough physiological equivalents of the values of div V and curl V 

at every point in the instantaneous velocity field of the retinal image and thus crudely analyze the retinal 

image flow pattern in terms of mathematical quantities that have the useful property of being relatively 

invariant against bodily translations of the whole retinal image caused by eye rotation. 

Vision Motion Stereopsis Figure-ground Retinal flow Image understanding 

INTRODUCTION 

A surface moving parallel to the frontal plane 
produces a retinal image which has the same 
velocity at every point on the image. Also, the 
retinal images in the left and right eyes move 
identically. There is an extensive literature on 
this kind of motion (Sekuler et al., 1978). Other 
kinds of motion, for example motion in depth, 
produce a retinal image which has different 
retinal image velocities at different points on the 
image, and in addition the image velocities in 
the left and right eyes may be different. It has 
been proposed that the visual system has several 
specific sensitivities to different kinds of relative 
motion and that these specific sensitivities may 
be of use in using motion to recover from the 
visual flow pattern information about the ob- 
server’s self-motion and information about the 
three-dimensional structure of the environment. 

This paper discusses visual processing of four 
kinds of relative motion. The first involves 
specific sensitivity to a difference in velocity at 
two different points A and B on the retina of 

one eye, the two velocities being directed along 
a straight line AB [Fig. l(A)]. In the one- 
dimensional case, this specific sensitivity may be 
involved in extracting figure from ground and in 
differentiating between rigid, nonrotating ob- 
jects and nonrigid or rotating objects. In the 
two-dimensional case (i.e. looming), this specific 
sensitivity may be involved in recovering an 
object’s motion in depth from its retinal image. 
The second sensitivity is to shearing motion, i.e. 
to differences in the velocity components at 
A and B along a line perpendicular to AB 
[Fig. l(B)]. This sensitivity may be involved in 
utilizing motion parallax to extract figure from 
ground. The third sensitivity is to rotary motion 
[Fig. l(C)]. The fourth sensitivity is to the ratio 
between velocities in of an object’s right and left 
retinal images. This sensitivity may be involved 
in accurately discriminating the direction of 
motion in depth, for example in judging whether 
a moving object will hit one’s head and also in 
judging the speed of motion in depth. 

It is suggested that visual sensitivities to 
looming and to rotary motion can be regarded 
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Fig. 1. V, and V,, are the velocities at two points (I and b on 
an object’s retinal image. (A) The one-dimensional case that 
the velocity components along the tine ab are different at (I 
and b. The two-dimensional case (not illustrated) is size 
change or looming. (B) The velocity components pcrpendic- 
ular to the line ab are different at u and b (i.e. shearing 
motion). (C) Rotary motion. (D) For an object moving in 
depth the left and right eye’s retinal image velocities V, and 

V, are different. 

as being mediated by rough physiological equiv- 
alents to detectors of local div V and curl V 
respectively. 

SECTION 1 

Opponent-motion and relative-motion elements 

In this section we discuss the kind of one- 
dimensional relative motion illustrated in Fig. 

*A hypothetical “neural element” ir used here in the sense 
of the smallest neural organisation that can perform an 
information-filtering function. In principle, a higher 
element may be built up from simpler elements. For 
example, a two-dimensional looming efement might be 
built up from one-dimensional opponent-motion ele- 
ments (see below). 

l(A) where the components of velocity along a 
straight line ab are different at locations a and 
b. It has been suggested that the human visual 
system contains neural elements* sensitive to 
this kind of relative motion. Supporting evi- 
dence includes the finding that motion threshold 
is considerably higher for a target moving across 
a uniform homogenous background than for a 
target moving with respect to stationary refer- 
ence marks (Kaufman, 1974). A second line of 
evidence derives from experiments in which the 
width (but not the height) of a bar is oscillated. 
Adapting to this stimulus reduces visual sensi- 
tivity to oscillations of bar width, but has little 
effect on the ability to detect translational move- 
ments of the bar, suggesting that the site of 
adaptation is where the signals from the moving 
edges interact (Beverley and Regan, 1980). An 
additional relevant finding is that, after adapt- 
ing to a bar of constant height whose width 
repetitively increases with a ramping waveform, 
a subsequently-viewed bar of constant width 
appears to be shrinking in width. The crucial 
point here is that this negative aftereffect is 
much stronger than the classical motion 
aftereffect produced by the bar (Regan and 
Beverley, 1978b). 

Relative motion elements whose function is 
equivalent to Fig. 2 have been proposed in order 
to account for the above findings. We supposed 
that the visual pathway contains opponent- 
motion elements sensitive to absolute retinal 
velocity that give a positive output for one 
direction of motion and a negative output for 
the opposite direction of motion, and that a 
one-dimensional relative motion element is built 
up from two opponent-motion elements (Regan 
and Beverley, 1978a, 1980). Opponent-motion 
elements that are excited by one direction of 
motion and inhibited by the opposite direction 
of motion have been proposed on several 
psychophysical grounds (Levinson and Sekuter, 
1975; Nakayama and Tyler, 198 I ; Stronmeyer 
et al., 1984), and direction-selective neurons that 
are inhibited by the nonpreferred direction of 
motion are well known (Maturana and Franck, 
1963; Emerson and Gerstein, 1977; Movshon et 
al., 1978; Goodwin et al., 1975; Goodwin and 
Henry, 1975; Michael, 1966; Barlow and Levick, 
1965). We further supposed that the output of 
an opponent-motion element is proportional 
to speed [Fig. 2(A)]. Consider two of these 
opponent-motion elements (Ml and M2) with 
the same preferred direction of motion, and 
driven from adjacent retinal locations so that 
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Fig. 2. One-dimensional relative motion element. (A) A 

hypothetical opponent-motion element’s response plotted vs 

local retinal image velocity. (B) Sensitivity profiles for two 

opponent-motion elements that are driven from different 

retinal locations. The difference between their outputs gives 

the rate of change of image size independently of motion 

across the retina. (C) Functional diagram of one- 

dimensional relative motion element. Two opponent-motion 

elements Ml and M2 feed a stage D whose output is 

proportional to the difference between the signals (a and b) 

from the opponent-motion elements. This arrangement can 

be regarded as spatial opponency between two opponent- 

motion elements. Figure 2(C) is modified from Regan D. 

and Beverley K. I. (1980) J. opr. Sot. Am. II, 1289-1296. 

their sensitivity curves overlap substantially 

[Fig. 2(B)]. We suggested that these two 
opponent-motion elements feed a stage (D) 

which requires two input signals, and whose 

output is proportional to the difference between 

these two signals [Fig. 2(C)]. The arrangement 

shown in Fig. 2(C) can be regarded as a kind of 
spatial opponency between a pair of opponent- 

motion elements. Note that Fig. 2(C) shows a 
functional equivalent of a neural relative motion 
element; for example, in a physiological ele- 

ment, all the processes shown in Fig. 2(C) might 

be achieved within a single cell. 

In the human visual system the separation 0 

between the opponent-motion elements [Fig. 

2(B)] can be up to I.5 deg at least (Beverley and 
Regan, 1979a), and the sensitivity of a relative 

motion element falls from maximum to a frac- 

tion l/e in about 1 deg (Beverley and Regan, 
1980). Figure 2(B) shows the overlapping sensi- 

tivity profiles of two such opponent-motion 

elements. 

Neurons sensitive to relative motion have been 

found in monkey (Motter and Mountcastle, 

1981; Miezen et al., 1982), cat (Bridgeman, 
1972; Burns et al., 1972; Regan and Cynader, 

1979) and pigeon (Frost and Nakayama. 1983). 

Specific sensitivity to dihtution and compression 

So far we have discussed one-dimensional 

relative motion. Now we turn to two- 

dimensional relative motion. When a non- 
rotating rigid object moves towards the eye, its 

retinal image grows larger, and when the object 
moves further away its retinal image grows 

smaller. This change in retinal image 

magnification is called “looming”. It has long 
been known that the visual system is sensitive to 

looming in the sense that changing a stationary 
object’s retinal image size can produce an im- 
pression that the object is moving in depth 
(Wheatstone, 1852). More recently it has been 

proposed that the visual system contains neural 

elements whose sensitivity to looming is specific, 

and that this sensitivity cannot be reduced to 
classical motion sensitivity (Regan and Bever- 
ley, I978a). 

The chief experimental evidence for looming 

elements is as follows: (1) The adapting effect of 
a rectangle of constant location and oscillating 

size is quite different from the adapting effect of 
the same rectangle when size is held constant 
while position oscillates. Adapting to oscillating 
size elevates threshold for oscillating size but 
has little effect on threshold for oscillating pos- 
ition, while adapting to oscillating position has 
little effect on threshold for oscillating size 

(Regan and Beverley, 1978a). The significance 
of this differential threshold elevation is that the 
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retinal image motion of any given edge of the analysis of optic flow patterns. in monocular 
rectangle is identical in the two adapting condi- vision, a change in the size of an object’s retinal 
tions. Therefore, the differential adapting effect image is multiply ambiguous. A uniform in- 

is specific to the relationship between the mo- crease in size could mean either that the object 
tion of opposite edges rather than to the motion is approaching or that it is growing larger 
of any given edge, and this is the basis for (Pi&on, 1931). An increase of retinal image size 
suggesting that the site of adaptation is the site accompanied by a change of shape could mean 
of interaction between signals from opposite that a rigid object is approaching while rotating, 
edges. (2) A second distinction between classical or that the object is nonrigid or that a nonrigid 
motion adaptation and adaptation to looming is object is approaching while deforming. The 
that substantial threshold elevations for loom- extent to which the human visual system does 
ing can be produced by such small oscillations resolve these ambiguities, and hypothetical ways 
of the adapting rectangle’s edges that there is no in which a resolution might be achieved have 
appreciable effect on sensitivity to translational been much discussed (Johansson, 1964; Ullman, 
motion (Regan and Beverley, 1978a). (3) Loom- 1979; Wallach and O’Donnell, 1953; Fieandt 
ing adaptation is almost unaffected by super- and Gibson, 1959). 
imposing translational motion on the adapting There is evidence that the human visual sys- 
rectangle’s size oscillations even when the trans- tem is biased in a way that might provide a 
lational motion is 8 times faster than the stereotyped, though arbitrary, reduction of 
changing-size motion. This finding is the basis these ambiguities. After adapting to a rectangle 
for suggesting that visual responses to looming whose size continually increases without chang- 
are independent of translational motion (Regan ing shape, a subsequently-viewed rectangle ap- 
and Beverley, 1980). pears to be of constant size, but to be moving 

Time to collision 
in depth. However, after adapting to a rectangle 
whose size increases while the shape changes, a 

Consider a rectangular target of width S and subsequently-viewed rectangle appears to be 
distance D from the eye that is moving at changing size, but not moving in depth. After a 
velocity V at an angle B to the line of sight. It few seconds the aftereffect changes abruptly and 
has a frontal plane velocity V sin p and a line the square appears to move in depth at constant 
of sight velocity V cos 8. The rate of change of size. Either a changing size or a motion-in-depth 
angular size of the retinal image aftereffect is seen; both are not seen simul- 
deldt = (- S/D2)*(dD/dt) = (-S V cosfi)/D’. taneously (Beverley and Regan, 1979b). This 
Since daldt = (da,/dt) - (daJdt), where finding can be explained if the visual system is 
(da,/dt) and (da,/dt) are, respectively, the an- biased so that, providing that the retinal image 
gular velocities of the left and right sides of the is of constant shape, the eye responds to a 
target’s retinal image, then it follows that change of retinal image size as though it were 
(da,/dt) - (da,/dt) = (S V cos/3)/D2. Thus, an caused by the motion in depth of a rigid non- 
element sensitive to the difference between the rotating object rather than being caused by an 
velocities of opposite edges of the retinal image actual change in the object’s size. We suppose 
responds only to the line of sight component that the bias fails when the retinal image 
of velocity V cosp. It does not respond to changes shape while changing size. In evo- 
the frontal plane component of velocity lutionary terms, such a bias would minimize the 
( V sin /3) since [(da,/dt) - (daJdt)] = 0 for penalty for nonveridical perception when being 
this component. In the special case that approached by a predator (Beverley and Regan, 
V sinfi = 0 (i.e. frontal plane velocity is zero) 1979b). Using different arguments, UI iman 
then, following Hoyle (1960) and Lee (1976), (1979) has also proposed that the visual system 
the normalized output of a looming element is biased towards motion in depth. 
can directly give time to collision since In order to distinguish between, on the one 
T = e/[(da,/dt) - (daL/dt)] where T is time to hand, retinal image magnification with no 
collision and 8 is the angular separation of the change of shape and, on the other hand, 
opponent-motion elements in Fig. 2. magnification accompanied by shape change, 

Rigid us nonrigid or rotating objects 
the visual system is presumably required to be 
sensitive to shape change. One characteristic of 

This section discusses evidence that relative the monocular retinal image changes caused by 
motion elements could be involved in the pure motion in depth (looming) that dis- 
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tinguishes them from retinal image changes 

caused by object rotation or object shape 

change is that, in the case of looming, the rate 

of change of magnification is the same along all 

meridia. In principle, this characteristic could be 
utilized in designing a filter that responded to 

the motion in depth of a rigid, nonrotating 
object. but did not respond to rotation or 
deformation. If such a filter were built up from 

a number of one-dimensional relative motion 

elements (Fig. 2), each sensitive to motion along 
a different meridian, the filter would require to 

incorporate nonlinear interactions between 

these responses. In particular, the hypothetical 

looming filter would respond strongly when: (a) 

relative motion elements sensitive to motion 
along different meridia were activated simulta- 

neously, and (b) the value of (de/dt)/e was 
identical for all meridia, where (de/df)/e was 

the object’s instantaneous rate of change of 

angular size and 0 was its instantaneous angular 

size. There is psychophysical evidence that some 
such interaction does occur; responses to rela- 
tive motion along the horizontal direction not 

only interact with responses to relative motion 
along the vertical direction, but also obey the 

(dO/dt)/O requirement (Beverley and Regan, 

1980). This evidence indicates that visual re- 

sponses to two-dimensional changes of retinal 

image magnification are not the linear sum of 
responses to one-dimensional changes. We have 

proposed elsewhere that nonlinear interactions 
between one-dimensional relative motion ele- 

ments sensitive to motion along orthogonal 

directions effectively create larger units that are 

specifically sensitive to pure looming. 

The eye and Vector Analysis 

In the notation of Vector Analysis, the instan- 

taneous retinal velocity field can be mathe- 

matically described in terms of the values of 

grad V, div V and curl V at every point in the 

field (Koenderink and van Doorn, 1976, 198 I; 

Longuet-Higgins and Prazdny, 1980). The fol- 

lowing discussion is intended to help readers 
unfamiliar with Vector Analysis to grasp the 

physical meaning of div V and curl V sufficiently 

for our immediate purpose. Treatments of Vec- 

tor Analysis are available at introductory 

(Schey, 1973) and more rigorous (Rutherford, 
1954) levels. Figure 3(A) represents a snapshot 

of a retinal flow pattern caused by self-motion 

through the environment. The speed and direc- 
tion of motion at any point vary over the retinal 

image, and are indicated by the length and 

direction of the arrow at that point. The dotted 
line in Fig. 3(A) encloses an arbitrary area Au. 

Figure 3(B) shows the dotted line and the 

velocity Vat one point on the line. At that point 
the component of velocity along the line is 

V case, and the component of velocity perpen- 
dicular to the line is V sine. A small segment of 
the dotted line, length dl, is shown in black. In 

this two-dimensional case 

div V = Lim§ 
dl(V sine) 

Aa (3) 
Aa- 

In words, we multiply the small length df by the 
component of V perpendicular to dl all the way 
round the dotted line and sum these products. 
Then we divide by the enclosed area Au, and 

allow Aa to tend to zero, to obtain the value of 

div V at one point in the flow field. The value 

of curl V in the two-dimensional case is given by 

curl V = Lim 5 
dl( V cos0) 

Aa 
(4) 

Aa- 

Fig. 3. (A) Illustrates one part of a flow pattern in the retinal image caused by self-motion. The speed 

and direction of motion at any point vary over the retinal image, and at any point are represented by 

the length and direction of the arrow at that point. The circular closed line enclosing an arbitrary small 

area Aa is shown again in (B) and (C). (C) The magnitude and direction of velocity v is the same at every 

point on the retinal image. Velocity v represents bodily translation of the entire retinal image caused, for 

example, by moving the point of gaze across the visual field. 
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Both div V and curl V can be assigned a value 
at every point in the flow field. A property of div 
V and curl V that is of special interest in our 
present context is that their values are not 
affected by superimposing translational motion 
on the visual image as a whole. Thus, their 
values at any point on the image are not affected 
by ocular rotation. This can be understood by 
reference to Fig. 3(C). The translational velocity 
u is necessarily the same at all points on the 
image as illustrated. Since, for every small seg- 
ment dl, there is a diametrically-opposite seg- 
ment of equal length (dl,), it follows that, in 
equation (3) above, each dl (sine) is cancelled 
by an equal and opposite contribution so that 
div v = 0. Similarly, from equation (4), curl 
v = 0. In words, the translation velocity v does 
not contribute to either divergence or curl. 

Psychophysical evidence that the human vi- 
sual system is specifically sensitive to div V is 
described above and evidence for specific sensi- 
tivity to rotary motion is described below. 

The possible role of div V elements in the recovery 
of self -motion 

Translational motion of a nonrotating eye 
produces a pattern of local deformation and 
flow in the retinal image that is jointly deter- 
mined by the eye’s motion, and by the three- 
dimensional structure of the environment. In 
contrast, retinal image motion produced by eye 
rotation is entirely determined by the rotation 
independently of the environment (Koenderink 
and van Doom, 1976). To describe the retinal 
image changes caused by a specified motion of 
the eye through a specified environment of 
stationary objects is a straightforward geo- 
metrical problem that has been worked out in 
some detail (Gordon, 1965; Koenderink and 
van Doorn, 1976, 198 1; Longuet-Higgins and 
Prazdny, 1980). The converse problem, how- 
ever, is little understood at an empirical level; 
our knowledge of the ways in which the visual 
system actually does extract self-motion and 
environmental information from the optic flow 
pattern is fragmentary. Even at a theoretical 
level it is not a trivial problem to describe 
mathematically how this information might, in 
principle, be recovered. The next paragraphs 
describe several quite different approaches that 
have been taken to this converse problem. 

One approach has it that the observer com- 
pares two or more different views of the scene 
and first establishes which elements in the 
several images correspond to a single object 

in the environment (Ullman, 1979; Marr and 
Poggio, 1979). A second approach is to assume 
that the scene is locally rigid and to derive 
self-motion and the three-dimensional structure 
of the environment from the flow field (Gibson, 
1950; Gordon, 1965; Koenderink and van 
Doorn, 1976). If the effects of eye rotation can 
be allowed for or ignored, the observer’s self 
motion and the three-dimensional structure of 
the external world can, in principle, be recov- 
ered from the optic flow pattern (Gibson, 1950; 
Lee, 1976; Braunstein, 1976; Longuet-Higgins 
and Prazdny, 1980). In practice, however, it 
seems that this simplifying assumption is not 
generally valid: the effects of eye rotation cannot 
always be ignored (Llewellyn, 1971; Regan and 
Beverley, 1982). In the special case that parallax 
information is available, self-motion and evi- 
ronmental structure can, in principle, be recov- 
ered even when the eye rotates while translating 
(Helmholtz, 1925; Longuet-Higgins and Praz- 
dny, 1980); a directional accuracy of about 
0.5 deg can be achieved on the basis of motion 
parallax (Regan and Beverley, 1984a; Priest and 
Cutting, 1985). 

Longuet-Higgins and Prazdny showed that it 
is mathematically possible to derive self-motion 
from the retinal flow field, providing that the 
local divergence, vorticity and shear of the 
velocity field are available in addition to the 
local velocity. As noted above, these spatial 
derivatives of local velocity have the feature of 
simple transformation properties with respect to 
eye rotation (Koenderink and van Doorn, 1976; 
Longuet-Higgins and Prazdny, 1980), and this 
could be advantageous in analyzing the flow 
patterns that contain components due to both 
eye rotation and eye translation. Psychophysical 
evidence that the human visual system has 
specific sensitivities that are roughly equivalent 
to divergence, vorticity and (possibly) shear 
detection is described in this paper. 

In an experimental study linking looming 
sensitivity with sensitivity to flow patterns, the 
flow pattern consisted of 13 bright circular lines, 
each cut into 48 segments that flowed radially 
towards or away from the centre. Radial speed 
was constant over the whole stimulus. After 
adapting to this flow pattern, sensitivity to 
changes in the size of a small (0.5 deg) square 
was depressed when the test square was near the 
former location of the flow pattern’s focus, 
but changing-size sensitivity was not affected 
elsewhere (Regan and Beverley, 1979b; Regan, 
Beverley and Cynader, 1979). Sensitivity to 
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Fig. 4. (A) The continuous line plots radial velocity across 

a diameter of the flow pattern used experimentally. The 

hatched area at the centre represents a black disk that 

occluded the centre of the pattern. The broken line plots 

radial velocity for the different kind of flow pattern that 

would be produced by a zooming lens. (B) The continuous 

line plots the distribution of div V across a diameter of the 

Row pattern used experimentally, and corresponds to the 

continuous line in (A). The broken line plots the distribution 

of div V for the zooming-type flow pattern represented by 

the broken line in A. 

translational motion was not affected. This 
finding can be re-analyzed in terms of visual 

sensitivity to div V. Figure 4(A) shows the 
pattern of instantaneous local velocity (con- 

tinuous line). The associated div V has been 
calculated in Fig. 4(B) (continuous line). Div V 
was large at the centre of the pattern coincident 
with the focus of flow, and small everywhere 

else. In such a radially-expanding target, sensi- 
tivity to changes in local div V might also be 
involved in superthreshold velocity discrimi- 

nation. It is of interest that superthreshold 
velocity discrimination with this target cor- 

related with performance in high-speed, 
visually-guided, low-level flight both with real 

jet aircraft and in a flight simulator (Kruk and 
Regan, 1983; Kruk et al., 1983). 

The dashed line in Fig. 4(A) illustrates the 
instantaneous pattern of local velocity that 

would be produced by a zooming lens and Fig. 

4(B) (dashed line) shows this pattern has no 
maximum of div V at the focus. Experimentally, 
subjects were unable to locate the focus of 
expansion in a one-dimensional version of this 

of relative motion IA! 

flow pattern, but when a local maximum of div 

V was introduced, localization accuracy im- 

proved substantially (Regan and Beverley, 

1982), consistent with the idea that the visual 

system is sensitive to local div V. An observer’s 
destination, however, does not coincide with a 

local maximum of div V in all environmental 
geometries; neither sensitivity to div V nor 
sensitivity to a flow pattern’s focus provide a 

general explanation for the visual guidance of 

self-motion (Regan and Beverley. 1982, 1984a; 

Regan, 1985). Possible alternative explanations 
include an eye movement strategy based on a 

template-matching procedure (Regan. 1985). 

SECTION 2 

Discriminating the directions qf motion in ckpth 

The direction of a target’s motion in depth 

can be discriminated with a remarkable acuity 

of about 0.2deg when viewing is binocular 

(Beverley and Regan, 1975). It has been pro- 

posed that this high acuity can be explained in 
terms of sensitivity to relative motion, in this 

case a velocity ratio (Beverley and Regan, 1973). 
Because the two eyes are a few cm apart, the left 

and right eyes’ images of an object moving in 

depth move with different velocities [V, and V,, 
respectively, see Fig. 1(D)]. The ratio V,,/Vs is 

uniquely related to the direction of motion in 
depth. Figure 5 shows psychophysical evidence 

that the human visual system contains elements 
tuned to the velocity ratio. In the experiment of 
Fig. 5 the subject viewed two dot patterns, one 
with each eye. Each pattern oscillated from side 
to side at the same rate, but with different 
velocities. The subject’s task was to set thresh- 

olds for just-visible motion in depth. Figure 5 
shows threshold elevations caused by separately 

adapting to four different L’JVs ratios. 

These data can be understood if the visual 
system contains eight kinds of binocular ele- 

ment, each tuned to a different value of I’,,,!V,. 
four preferring movement towards the head and 

four preferring movement away from the head. 

For the purpose of the following discussion, 
note that adapting to a direction inclined just to 

the left of the nose (open circles) gives a clearly 

different threshold elevation curve than adapt- 
ing to a direction inclined just to the right of the 

nose (crosses), consistent with the idea that the 

two central elements sharply differentiate be- 
tween trajectories to the left and right of the 
nose. By analogy with Hering’s theory of colour 
vision it has been suggested that, in binocular 
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Fig. 5. Thresholds for the detection of motion in depth wcfe measured for di&cnt ratios of the left (V,) 
and right eye’s (VJ image velocities. Threshold elevations were plotted as ordiitcs versus the velocity 
ratio of the test oscillation after adapting to four diffnsnt directions of motion in depth. A negative sign 
means that Vs and V, are in opposite diions. Wid circles, hne continuous i&-adapting ratios 
V$V, = +0.5 (trajectory to left of left eye). ‘Open circles, heavy continuous line-adapting ratio 
VJV, = +0.5 (trajectory passes betweun eyes to left of antret). Crosses. fine continuous line-adapting 
ratio V,,/V, = -0.5 (trajectory passes between eyes to right of centre). Stars, broken Ii-adapting ratio 

V,/V, = +O.S (trajectory passes to right of right eye). Arrows mark the adpating stimulus ratios. 

vision, directional discrimination is mediated by 
interaction between these overlapping elements, 
much as colour discrimination is mediated by 
opponency between the three colour mech- 
anisms. Evidence supporting this idea is that 
directional discrimination is most accurate 
(about 0.2 deg) for trajectories near the cross- 
over point of the binocular elements (Beverley 
and Regan, 1975; Regan, 1982). 

Monocular discrimination of the direction of 
motion in depth is a different problem, but can 
be approached analogously to the binocular 
case. An object moving along an arbitrary tra- 
jectory is simultaneously looming and trans- 
lating. Figure 6 illustrates how the ratio between 
the velocities of a square’s vertical edges is 
related to its direction of motion. When the 
centre of the square moves directly through the 
eye, the speeds of the left and right edges are 
equal and opposite [ VL/ VR = - 1 .O in Fig. 6(A)]. 
When the square translates to the right as it 
comes towards the eye but still hits the eye, the 
left and right edges move in opposite directions 
with the left edge moving slower than the right 

[vL/vR= -0.5 in Fig. 6(B)]. When the square’s 

left edge just grazes the eye, the left edge appears 
stationary [ VJ V, = 0 in Fig. 6(C)]. When the 
square passes to the right of the eye, the left and 
right edges move in the same direction, the left 
edge slower than the right [ V,/V, = +0.5 in 
Fig. 6(D)], and when the square translates in the 
frontal plane, left and tight edges move identi- 
cally [VJV, = + 1.0 in Fig. 6(E)]. Subjects are 
quite sensitive to differences in the VL/VR; the 
trajectory VJ VR = 1.1 is seen to be clearly tilted 
in depth compared with VJVR = 1 .O. 

One possible explanation for monocular dis- 
crimination of the direction of motion in depth 
would be that the visual pathway contains 
several elements tuned either to different VL/VR 
ratios or to different combinations of changing 
size and frontal plane motion. For example, one 
kind of element might prefer increasing size 
combined with rig&ward motion (stimulus A), 
while a second kind preferred increasing size 
combined with leftward motion (stimulus B). 
Discrimination would be determined by the 
relative activity of these notional elements. In 
order to test for the presence of such selective 
sensitivities, a monocular adaptation experi- 
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Fig. 6. Monocular correlate of the direction of motion in depth. (A-E) A square object oscillating along 

various directions of motion in depth with respect to the eye. (F-J) The oscillations of the object’s left 

and right edges seen by the eye. V, and V, are the instantaneous angular velocities of the left and right 

edges. A negative sign means that VL and VR are in opposite directions. When 0 < ( VL/VR) < 1.0, the 

square would pass to the right of the eye. When ( VL/VR) = 0 the left edge of the square would just graze 

the eye. When - I .O < (V,. V,) -c 0 the square would hit the eye. Similar relations hold for ( V,/V, ). 

ment was carried out whose rationale was anal- 

ogous to the binocular experiments of Fig. 5. In 
the monocular experiment, subjects set oscil- 

lation thresholds for stimuli A and B before and 
after adapting to stimulus A, and before and 

after adapting to stimulus B. Figure 7 plots 
postadaptation threshold elevations vs the 

P’J V, ratios of the I2 different test stimuli. Test 
and adapting squares were centrally viewed, 
1 .O deg side length and of luminance 12 cd/m* 
superimposed on a 10 x 10 deg background of 
luminance 25 cd/m’. Each edge oscillated sinus- 
oidally with a frequency of 1.0 Hz. The initial 
adaptation period was 15 min. The trial interval 

was 6 set with 20 set readapt between trials. 

Four different adapting stimuli were used: 

L12R6 inphase (solid circles, fine dotted line); 
Ll2R6 antiphase (open circles, heavy con- 

tinuous line); L6Rl2 antiphase (crosses, fine 
continuous line); L6Rl2 inphase (stars, broken 

line), where L and R refer to the left and right 
edges and the numbers are oscillation ampli- 
tudes in min arc. 

Figure 7 disproves the idea that threshold 
elevations were entirely determined by the oscil- 
lations of individual edges. For example, the 
two Ll2R6 adapting stimuli had identical oscil- 
lation amplitudes and velocities, but gave quite 
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Fig. 7. Monocular threshold elevations caused by adapting to different directions of motion in depth. 
Abscissae plot ratios between the velocities of the test square’s left and right edges (see Fig. 7). The four 
curves are for the four adapting directions arrowed. Solid circles, fine dotted line-adapting ratio 
VJ V, = i-O.5 (trajectory to left of eye). Open circles, heavy continuous line-adapting ratio V,/V, = -0.5 
(trajectory passes through eye just left of centre). Crosses, fine continuous line-adapting ratio 
V,/V, = -0.5 (trajectory passes through eye just right of centre). Stars, broken line-adapting ratio 

VJV, = +0.5 (trajectory to right of eye). 

different threshold elevations (compare solid 
and open circles). These two adapting stimuli 
differed only in the phase relation between 
opposite edges. On the other hand, the Fig. 7 
monocular data differ from the Fig. 5 binocular 
data in that adapting to trajectories inclined just 
to the left and right of centre dii not producx 
clearly different elevation curves (compare open 
circles and crosses in Figs 5 and 7) so that, in 
contrast with the binocular findings, there was 
no evidence for elements that sharply dis- 
tinguished between trajectories inclined slightly 
to the left and right of a collision course. The 
only evidence for a monocular ekment that 
preferred increasing size with rightward motion 
and decreasing size with leftward motion was 
the asymmetry of the Fig. 7 curve marked by 
stars. There was no evidence for elements tuned 
to the converse VJ VR ratio (solid circles). Thus, 
the Fig. 7 data can almost entirely be explained 
by assuming that, in contrast with the binocular 
analysis of motion in depth, mouoeular analysis 
is chiefly into orthogonal velocity components. 

These components comprise motion towards 
and away from the eye along the tine of sight, 
and components parallel to the frontal plane. 
DEerent directions in the frontal phne would 
be dealt with by different frontal plane motion 
eIements as described by Sekuler, Pantle and 
Levinson (1978).] On the other hand, Fig. 7 
gives some suggestion that, in addition, there 
might be elements tuned to values of V,/V, 
other than + 1.0 and - 1.0. 

The speed of motion in depth 

For an object of given size and viewing 
distance the object’s speed of motion in depth 
determines the instantaneous rate of change of 
binocular disparity and also the instantaneous 
rate of change of size of its retinal images. Each 
of these two physical relationships has its sepa- 
rate subjective counterpart. Changing binocular 
disparity with no change in size can create the 
impression that the object is moving in depth, 
even though it is not; changing the size of an 
object’s retinal images can create the impression 
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that the object is moving in depth, even though 
it is not. 

An object’s speed of motion in depth cannot 

be obtained from the rate of change of size 

unless the object’s distance is available. Never- 

theless, a monocularly-viewed changing-size 
square appears to be moving at some definite 
speed even when no visual reference marks are 

visible. For superthreshold speeds of motion in 
depth, the initial speed of the motion-in-depth 

aftereffect is approximately proportional to the 

adapting rate of change of size both for motion 

towards and for motion away from the head. 

Experimentally, thresholds for motion-in depth- 

sensation are approximately the same whether 

produced by increasing or by decreasing size 

(Regan and Beverley, 1978b). 

Turning to motion in depth produced stereo- 

scopically, there are several possible ways in 

which the visual system might compute the 

speed of motion in depth. For example, the 

speed of motion in depth can be obtained from 

the rate of change of binocular disparity. We 
suppose that this would be obtained by first 
obtaining monocular velocities Vu and Vs 

[Fig. l(D)], and then computing the binocular 

difference (V,, - VJ. We can reject the alterna- 

tive procedure of first obtaining static binocular 
disparity and then computing its rate of change, 

because some subjects have areas of the visual 
field that are “blind” to static disparity, yet have 

normal sensitivity to motion in depth (Richards 

and Regan, 1973; Regan et al., 1985b). Rather 
than by computing binocular velocity difference 
(i.e. rate of change of disparity), an alternative 

method of obtaining the speed of motion in 
depth is from the hypothetical ratio-tuned 
neural elements described in the preceding sec- 
tion. Suppose that the ensemble of elements that 

respond best to some given V,,/V, ratio [Fig. 

l(D)] comprise elements with low, intermediate 

and high velocity thresholds. Low speeds of 
motion in depth would excite only IOW- 

threshold elements. while high speeds would 

excite all the elements that respond best to the 
particular VU/V, ratio. The speed of motion in 

depth would be uniquely represented by the 

total number of active elements, and the direc- 

tion of motion in depth would be represented by 
the balance of activity across elements tuned to 
different V,,/ Vs ratios. Currently available 

experimental evidence is not sufficient to decide 
whether visual responses to the speed of motion 

in depth can be entirely accounted for in terms 
of an ensemble of V,,/V, ratio-tuned elements. 

, H 3, I 

or whether additional elements must be postu- 

lated, for example elements sensitive to 

(V, - VJ, the rate of change of disparity. 

The movement-in-depth signals caused by 

changing size and by changing disparity are 

identical in the sense that the impression of 
motion in depth can be cancelled when the two 

stimuli are pitted against each other (Regan and 
Beverley, 1979a). If we suppose that changing- 

size signals and changing disparity signals con- 

verge before motion-in-depth signals are gener- 

ated, then we can compare the strengths 01 

changing-size and changing-disparity signals by 

cancellation. Measurements were made of the 

rate of change of size (8, degjsec) required to 
cancel the impression of motion in depth pro- 

duced by different rates of change of disparity 

(dndeg/sec). The plots were linear on logPlog 

axes, so that 8, = k (8,)“. The value of n was less 

than 1.0 (0.28, 0.34 and 0.56 for 3 subjects), 

suggesting that the changing disparity grows 

relatively more effective as a stimulus for mo- 

tion in depth as line of sight speed increases. 
These data for unidirectional motion in depth 

should be compared with data for a target that 

oscillates in depth; changing disparity is rela- 
tively more effective than changing size at lolt, 

frequencies, and sensitivity to both stimuli falls 
off similarly above I Hz. 

It may be that the peripheral relative motion 

elements illustrated in Fig. 2(C) are shared by 
the looming and stereoscopic motion systems. 
Suppose that the subject views a real moving 

object and a stationary reference point whose 
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Fig. 8. P, and 0, respectively mark the left eye’s retinal 

images of a stationary reference point and an oblect that 1s 

moving in depth relative to the reference. Regina1 Image 

motion includes both changing size and stereoscopic cor- 

relates of the object’s motion in depth. The left edge of fI* 

has velocity (I’~~)~ and the right edge (I,~, )+ hot11 with 

respect to P. The changing size component is given by 

[(P,&, - (c&]. and the left eye’s stereoscopic component I$ 

r’s = lP[(P,, ) + (I,, , ),)I. 
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retinal images are in the left eye are marked 
respectively 0s and Ps in Fig. 8. Relative to PS, 
0, has a changing-size component of motion 
plus a stereoscopic component of motion (V,). 
We suppose that one relative motion element 
receives inputs from P and from the left edge of 
0, and signals the value of (I&, while a second 
relative motion element receives inputs from P 
and from the right edge of 0, and signals the 
value of (a,&. The stereoscopic component of 
motion for the left eye could be obtained by 
computing Vs = 1/2[(u,& - (t&l, thus elimi- 
nating the changing-size component of motion. 
The value of the stereoscopic component for the 
right eye (Vb) could be obtained similarly. As 
discussed earlier, the relative activity within an 
ensemble of binocularly-driven elements sensi- 
tive to different values of the ratio (Vs/Vn) could 
indicate both the direction and speed of motion 
in depth or, alternatively, speed could be 
obtained by computing (V,, - Vs). This mode1 
accounts for the observation that stereoscopic 
motion in depth is not seen when there is no 
reference mark in the visual field (Erkelens and 
Collewijn, 1985), because indeterminate outputs 
are then obtained from the relative motion 
elements that signal uLE. and arta. 

Relative motion elements driven by the left 
and right edges of object 0 (Fig. 8) give outputs 
even when no reference mark is visible in the 
visual field. This explains our finding that a 
single target viewed against a featureless back- 
ground appears to move in depth when its size 
is changed, even though stereoscopic motion-in- 
depth stimulation is comparatively ineffective 
(Regan et al., 1985, 1985a). 

We have not discussed vergence eye move- 
ments in the context of motion-in-depth percep- 
tion. This is because vergence eye movements as 
fast as 30 deg/sec do not in themselves generate 
any impression of motion in depth. Further- 
more, motion-in-depth perception generated 
by changing disparity is not affected by 
simultaneous changes in ocular vergence. For 
example, in one experiment motion-in-depth 
thresholds were measured for a 0.25 Hz oscil- 
lation of relative disparity in the two conditions 
that 0.25 Hz vergence oscillations occurred (a) 
inphase, and (b) in antiphase with the disparity 
oscillations. Thresholds were the same in the 
two conditions for all three subjects tested even 
when the speed and amplitude of vergence 
changes were more than 50 times larger than 
the disparity thresholds (Regan et al., 1985, 
I985a). 

SECTION 3 

Visual sensitivity ro shearing motion 

Relative motion for which velocity varies 
perpendicularly to the direction of motion is 
called shearing motion [Fig. l(B)]. Nakayama 
and Tyler (1981) studied shearing motion 
thresholds as a function of spatial frequency. 
Each of the dots in their random dot target 
oscillated at the same rate along a horizontal 
direction, and the amplitude of oscillation var- 
ied sinusoidally in the vertical direction. In the 
spatial frequency domain, oscillatory motion 
thresholds fell as grating frequency was reduced, 
reaching a shallow minimum at about 
0.146 c/deg. In the time domain, oscillatory 
thresholds fell as temporal frequency was 
progressively reduced, reaching a minimum at 
2Hz (Golomb et al., 1985). Figure 9(A) illus- 
trates a bar whose boundaries were defined 
entirely by shearing motion. Figure 10(A) and 
(B) shows visual detection thresholds for this 
bar. These data are the spatiotemporal transient 
equivalent of oscillatory motion thresholds for 
shearing motion using a sinewave grating. 

Now we turn to the question whether visual 
responses to shearing motion [Fig. 9(A)] differ 
from visual responses to compressional motion, 
i.e. velocity differences perpendicular to the 
boundary [Fig. 9(B)]. In Fig. 10, thresholds were 
similar for shearing motion (triangular symbols) 
and for compressional motion (square symbols); 
this similarly held over the entire range of bar 
widths [Fig. 10(A)], and presentation times [Fig. 
IO(B)]. On the other hand, Richards and Liber- 
man (1982) found that sensitivity to shearing 
and compressional boundaries differ in some 
subjects, especially at peripheral locations in the 
visual field. Again, MacLeod et al. (1983) found 
that sensitivity to compressional wave motion is 
preserved up to a spatial frequency 2--3 times 
higher than for shearing wave motion. In order 
to resolve this disagreement we searched for 
differences between visual responses to edges 
defined by these two kinds of relative motion by 
carrying out a cross-adaptation experiment. 

The experiment was to measure detection 
threshold elevations for a Fig. 9(B) bar after 
adapting to a Fig. 9(B) bar [condition (TE,),] 
and after adapting to a Fig. 9(A) bar [condition 
(TE,),]. Then postadaptation detection thresh- 
old elevations were measured using as the test a 
Fig. 9(A) bar [conditions (TE,), and (TE,),]. 
Our rationale was that a finding that 
(TEr)r > (TE,), and (TE,), > (TE,), would have 
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(A) (B) 
Fig. 9. (A) The vertical bar’s boundaries are almost entirely defined by relative motion parallel to the 

boundaries (S or shearing boundaries). (B) The vertical bar’s boundaries are almost entirely defined by 

relative motion perpendicular to the boundaries (P or perpendicular motion boundaries). The visual 

display was photographed so that moving dots are represented as short lines. 

provided evidence that the perpendicular mo- 
tion (P) boundaries and shearing motion (S) 
boundaries are processed differently. 

In attempting this experiment, we encoun- 
tered difficulty in measuring thresholds; even 
when no clear boundary was visible, subjects 
could infer the presence of the bar by observing 
relative motion between areas of the dot pat- 
tern. For example, there was sometimes an 
impression of global rotary motion. In order to 
unconfound detection of motion from detection 
of the bar we used a technique previously 
developed to study binocular vision (Regan and 
Beverley, 1973). 

Adapting and test patterns were a 4deg 

Srlmulus width (deg ) 

square array of random dots superimposed on 
a uniformly illuminated background subtending 
11 deg (vertical) x 15 deg. During the adapta- 
tion phase all dots executed 0.5 Hz triangular 
wave oscillations with the same amplitude. 
Within the bar the phase was opposite to the 
phase outside. This gave a strong adapting 
stimulus as the bar was continuously visible. 
During the test intervals, all dots oscillated 
sinusoidally with the same amplitude, either 
vertically [Fig. 1 l(A)] or horizontally [Fig. 
1 l(B)]. The test stimulus differed from the 
adapting stimulus because the oscillation fre- 
quency within the vertical bar-shaped area was 
different from the frequency in surrounding 
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Fig. IO. Detection thresholds for bars whose boundaries were defined by relative motion parallel to the 

boundaries, i.e. shearing motion (open and solid triangles) and for bars whose boundaries were defined 

by relative motion perpendicular to the boundaries (open and solid squares). (A) Abscissae plot bar 

widths. The bar’s length was always 8 deg and presentation time I50 msec. (B) Abscissae plot presentation 

time. The bar’s length was 8 deg and the width was I .O deg. Dots subtended I min arc and were I .5 log 
units above detection threshold. There were 40dots per deg’. the whole dot pattern subtended 8 deg square 

and was superimposed on a homogeneous background I8 deg square of luminance 34 cd/m’. 
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Fig. Il. The two test stimuli are shown in (A) and (B). All dots oscillated with the same amplitude, but 
within a central bar the frequency (7.25 Hz) was different to the frequency (6.75 Hz) in the surround. 
Relative motion was parallel to the bar’s major boundaries in (C) and perpendicular in (D), (C, D) The 
two adapting stimuli. All dots oscillated at the same 0.5 Hz frequency and with the same amplitude, but 
within a central bar oscillations were in antiphase with the surround. Relative motion was parallel to the 

bar’s major boundaries in (A) and perpendicular in (B). 

areas. Dots oscillated at F = 6.75 Hz outside the 
bar and at F + AF = 7.25 Hz outside. Neither 
one of these frequencies was related to the 
AF = 0.5 Hz frequency at which the visibility of 
the edges changed and the bar appeared and 
disappeared; AF could be manipulated indepen- 
dently of F, and F could be manipulated inde- 
pendently of AF, thus enabling the effect of dot 
oscillation frequency to be dissociated from the 
oscillation frequency of the figure-ground or 
boundary processing. Our rationale for this 
“beat frequency” technique was that the 0.5 Hz 
variations in figure-ground segregation would 
help to define the subject’s criterion by provid- 
ing a clear distinction between the presence of 
the bar figure and the motion of the dots. Our 
further intent was to selectively reduce visual 

ability to segregate figure from ground while 
having minimal adapting effect on classical sen- 
sitivity to motion. The adapting stimulus 
adapted both figure-ground and dot motion 
mechanisms to a frequency of 0.5 Hz, but the 
test stimulus frequency was 0.5 Hz only for 
figure-ground; dot motion was at a much higher 
frequency. 

Initial adaptation was for 5 min, and the 
method of adjustment was used with 6 set test 
periods and 30 set readapt between test periods. 
Baselines were measured after adapting to a 
stationary dot pattern. 

Although we found threshold efevations to be 
small in all conditions (44% postadaptation 
change at most), thresholds for detecting an S 
bar and a T bar seemed to be differently affected 
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Fig. 12. Rotary motion. Adapting stimuli (A and B) and test stimulus (C). In both (A) and (B) every dot 

oscillated sinusoidally along a straight line. Every dot had the same amplitude and frequency of oscillation. 

In (A) and (B) the stimulus areas were divided into four quadrants. The arrows show how the relative 

phases of oscillation were arranged so that (A) had a component or rotation about the centre. but (B) 

had not. Test stimulus (C) was an area of dots that rotated sinusoidally to and fro about its centre. 

by adapting to an S bar and a T bar, consistent 
with the idea that S and T boundaries are 
processed differently. In three separate experi- 

ments the values of (TE,),/(TE,)s were 3.1, 2.2 

and 2.8. Adapting to a T bar produced el- 
evations comparable to the noise level. 

SECTION 4 

Visual sensitiuitp to rotary motion 

It has been suggested that the visual pathway 
might contain elements that are specifically sen- 

sitive to rotary motion, and are distinct from 
elements sensitive to linear motion (Longuet- 
Higgins and Prazdny, 1980). One problem in 
testing this suggestion is that rotary motion can 

bc approximated by many short linear tra- 
jectories, so that a rotary stimulus will stimulate 

many visual fields sensitive to linear motion. In 
an attempt to circumvent this problem, thresh- 

old elevations caused by two adapting stimuli 
were compared (Regan and Beveiley, 1985). 

One had a rotary component of motion, but the 
other did not. The test stimulus was pure rotary 

motion. Figure 12 illustrates the rationale. A 

2 deg diameter circular area of random dots was 

divided into four quandrants. The dots in any 

given quadrant oscillated sinusoidally along a 

straight line, all with the same peak to peak 

amplitude. The amplitude and frequency of 

oscillation were the same in Fig. 12(A) and (B). 
The only difference between adapting stimuli 

l3A and B was in the relative phasing of 

different quadrants. In Fig. 12(A), all the dots 
moved clockwise or counterclockwise together 

so that the circular disc had a strong rotary 
component of motion about the centre. In 
l?(R). the relative phasing of the four quadrants 
was as shown by the arrows, giving the circular 
disc zero net rotary component of oscillation 
about the centre. Although the adapting stimu- 

lus had a net rotary component in A but not in 

B, the linear oscillations within any given quad- 

rant were the same in A and B; both adapting 

stimuli consisted of four linear oscillations, and 

nothing else. The I deg diameter test stimulus 

[Fig. 12(C)] was pure rotary motion. Subjects 

adjusted the amplitude of oscillation until ro- 

tary oscillation of the whole area was just 

visible. Adapting stimulus A produced greater 

threshold elevations than adapting stimulus B, 

consistent with the idea that responses to rotary 

motion cannot entirely be explained in terms of 
responses to linear motion. It is unlikely that the 
different effects of the two adapting stimuli can 

be attributed to the finite receptive field size of 
linear motion elements since this implies that, 
after adapting to stimulus B (Fig. 12) motion 
sensitivity would be higher along the quadrant 

boundaries than within the quadrants. There 
was no evidence of this inhomogeneity in 

the subsequently-presented test stimulus C 
(Fig. 12). 

Julesz and Hesse (1970) found that regions of 

a textured pattern composed of thousands of 

small elements could not easily be discriminated 
solely on the basis of differences in the direction 

of rotation of individual small elements. There 

is, however, an important difference between the 

pattern used by Julesz and Hesse and the pat- 

terns used in the present study: the Fig. 12(A) 

and (C) patterns rotated bodily about a single 

axis while, in Julesz and Hesse’s pattern, each of 
the many small elements rotated about its own 

geometric centre. Julesz and Hesse’s finding 
makes it unlikely that the visual system contains 

detectors with small receptive fields that re- 
spond specifically to the mathematical quantity 
curl V, but this does not conflict with our 
proposal that the visual system contains ele- 
ments that are sensitive to rotary motion over a 
substantial area of the field, the rotation being 
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about a single axis. They would not, strictly, be 
curl V detectors because the area Aa in equation 
(4) would be roughtly 1-2 deg in diameter rather 
than being vanishingly small. Such detectors 
would be stimulated weakly, if at all, by Julesz 
and Hesse’s pattern. Retinal flow patterns in- 
volving multiple, closely-spaced centres of rota- 
tion are not, however, commonly produced by 
self-motion through everyday environments. On 
the other hand, local rotaty motion about a 
single axis in the retinal image can be produced, 
for example, when an observer fixates an exter- 
nal object at an angle to his or her direction of 
motion. 

SECTION 5 

Figure-ground extraction by motion alone 

Objects that are matched to the background 
in luminance., colour and texture are invisible in 
monocular vision when stationary, but may be 
clearly visible when relative motion between 
object and background is created either by the 
object’s motion across the background or by the 
observer’s motion through the environment. 
The object’s boundaries are then defined exclu- 
sively by relative motion, either by shearing 
motion parallel to the boundary or by relative 
motion perpendicular to the boundary or by 
both. Figure-ground segregation may also be 
aided by differences in apparent depth caused by 
relative motion (Rogers and Graham, 1979a, b). 
Considerable attention has been paid to 
figure-ground segregation for objects whose 
edges are defined by luminance contrast, but 
comparatively little is known about 
figure-ground segregation for objects whose 
boundaries are defined by relative motion (An- 
stis, 1970; Regan and Spekreijse, 1970; Julesz, 
1971; Braddick, 1974; Bell and Lappin, 1973; 
Baker and Braddick, 1982a, b; Chang and Ju- 
lesz, 1983). The extensive work on the fly 
by Reichardt and his colleagues is the chief 
basis for our understanding of this problem 
(Reichardt and Poggio, 1979; Poggio et al., 
1981; Reichardt et al., 1983; Thorson, 1966; 
Foster, 1971). 

An experimental study on human vision 
compared detection thresholds for rectangular 
targets defined either by relative motion alone 
or by luminance contrast alone (Regan and 
Beverley, 1984b). The first kind of target consis- 
ted of a rectangular area within a 5 deg (verti- 
cal) x 6.3 deg area containing about 3000 dots 
of I min arc diameter. The rectangular area was 

visible when the dots within it exceeded a 
threshold speed, but otherwise could not be 
distinguished from the surrounding dots. The 
second kind of target consisted of a uniformly 
illuminated rectangle of luminance (L + AL) 
cd/m* superimposed on a uniformly illuminated 
5 deg (vertical) x 6.3 deg area of luminance L 

cd/m*. The rectangular area was visible when 
AL exceeded a threshold value. All targets were 
presented at 1.5 deg eccentricity. 

For targets whose boundaries were defined by 
luminance contrast, the spatial summation area 
was estimated as 0.02 deg*, but for motion- 
contrast targets the spatial summation area was 
considerably larger at about 0.16 deg*. For tar- 
gets whose boundaries were defined by iumi- 
nance contrast, temporal summation followed 
the familiar Bloch’s law plot, and was fit by a 
single R-C stage of temporal integration with a 
time constant of 61 msec. On the other hand, for 
targets whose boundaries were defined by rela- 
tive motion, the data points could not be fit by 
a single integration stage. They were fitted by 
two cascaded stages, the first with the same 
61 msec time constant followed by a stage with 
the much longer time constant of 750 msec. It is 
interesting that the Reichardt-Poggio model of 
fly vision involves a running average element 
with a time constant of about 400 msec. 

For targets defined by relative motion, retinal 
eccentricity had little effect on temporal integra- 
tion; there was only a 40% change in time 
constant between 0 and 16 deg eccentricity, 
though threshold rose by about 30 times. The 
situation was quite different for spatial sum- 
mation. For a target of constant area, log 
threshold was closely proportional to eccen- 
tricity to at least 32 deg eccentricity; the larger 
the target, the less the effect of eccentricity. This 
log-linear proportionality is also found for 
contrast sensitivity when a target of constant 
area is used (Robson and Graham, 198 I ; 
Koenderink et al., 1978; Regan and Beverley, 
1983). 

In summary, spatial summation extends to 
considerably larger areas, and temporal sum- 
mation extends to much longer durations for 
objects whose boundaries are defined by relative 
motion than for objects whose boundaries are 
defined by luminance contrast. The Reichardt 
and Poggio model can probably account for our 
data on figure-ground segregation by relative 
motion. Whether it could also account for the 
data on figure-ground segregation by luminance 
contrast has yet to be established. 



In everyday vision both relative motion and 
luminance contrast cues are often available as 
cues for figure-ground segregation. It is possible 
that, by identifying and localising object bound- 
aries. the relative motion cue might usefully 
disambiguate luminance contrast information 
when the eye attempts to achieve figure-ground 
segregation in low-contrast scenes. In particu- 
lar. rough physiological equivalents of div V 
detectors (see above) might be useful in identi- 
fying object boundaries; the component of rela- 
tive motion perpendicular to the boundary 
would produce a local maximum of div V along 
the boundary. At an empirical level, however, 
little is known about interactions between these 
relative motion and luminance contrast cues to 
boundaries when both are present. In this con- 
text it is interesting that, even though spatial 
summation fields seem to be large (typically 
2 deg), the edges of an extended target can, 
nevertheless, appear remarkably sharp so that 
good shape discrimination is possible for a 1 deg 
diameter target and objects larger than about 
0.5-I deg appear crisply defined. This para- 
doxical finding could be understood if edge 
sharpness is determined by opponency between 
elements driven from different retinal locations 
so that edge sharpness would not be limited by 
the summation field size of these elements, but 
rather by their noise levels. An interesting fea- 
ture of such a hypothetical opponent-location 
mechanism is that, although it could provide 
crisp edge definition for large isolated targets it 
would not necessarily give a correspondingly 
high acuity for periodic targets such as a 
grating. 
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