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Psychophysical Assessment of Perceptual
Performance With Varying Display Frame Rates

Sihem Kime, Francesco Galluppi, Xavier Lagorce, Ryad B. Benosman, and Jean Lorenceau

Abstract—This study assesses the impact of display refresh rate
on the perception of dynamic visual stimuli in humans. A projec-
tion platform was developed in that context, allowing control of
the frame rate on a trial-by-trial basis. Using this display, we intro-
duce a series of psychophysical experiments aimed to quantitatively
assess objective perceptual performance at different frame rates.
Tasks that are often implicitly performed when watching movies
on a television set, or when wearing a head mounted display, were
chosen: speed discrimination, spatial discrimination, and reading
abilities, with stimuli undergoing horizontal motion in a wide range
of speeds (16–38 deg/s). The results show that whatever the stimuli
or the task, performance is significantly better at high frame rate
(HFR) compared to 60 Hz, providing clear-cut evidence that low
refresh rates limit the ability to reliably analyze moving stimuli.
These results extend those of previous psychophysical experiments
performed at low refresh rates, further characterize genuine visual
performance in humans and provide an objective benchmarking
methodology allowing to assess visual performance with a variety
of displays. Results indicate that for low resolution displays, where
increasing spatial resolution is not an option, increasing frame rate
could benefit motion perception. We discuss these results and their
implications with regards to current and emerging categories of
visual displays, such as head mounted displays.

Index Terms—Apparent motion, high frame-rate display,
motion perception.

I. INTRODUCTION

S INCE the 19th century, apparent motion has been exten-
sively studied to evaluate the necessary frame rate to obtain

a perceptually smooth motion as close as possible to that found
in natural scenes. This paper quantifies the impact of high re-
fresh rates on visual perception on three main modalities: speed
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discrimination, spatial resolution and pattern recognition. Con-
ventional frame rates (25–60 Hz) are known to degrade visual
perception when dealing with dynamic scenes. We show that
increasing spatial resolution to improve visual perception alone
is not sufficient, if not combined with higher frame rates which
are currently becoming more accessible.

A BBC technical report [1] discusses how the benefits of
increased spatial resolution are severely limited when using a
low frame rate, particularly when moving cameras are involved.
This can happen for instance during filming of sport events,
or when doing point of view shots. Moreover, low frame-rate
does not only impair rendering in high-resolution displays. The
BBC report also insists its effects on panning cameras: these
are even more concerned when using wearable displays, where
the capturing device is constantly moving along with the head.
This limitation applies both to augmented reality devices, where
projected information is overlaid onto a natural scene, and to
fully-immersive virtual reality devices. Recent reports indicate
that image quality of broadcast television is notably degraded
whenever a sequence contains motion above 10 deg/s: Toshiyuki
et al. have characterized viewing conditions and statistical prop-
erties of TV broadcast in Japan [2]. They report that in sequences
containing motion above 10 deg/s the image quality is worsened
due to blur. While ≈40% of the fastest moving object lies in the
0–10 deg/s range, another ≈50% lies in the 10–40 deg/s range
(Fig. 9 in [2]).

These concerns do not only apply to static displays for tele-
vision broadcasting. When thinking of head-mounted displays,
higher temporal resolution can be beneficial when moving the
head or tracking moving objects. The Oculus Rift company
[3] reports 75 fps as the minimum frame rate required to avoid
flicker perception. Lower frame rates introduce discomfort when
using their virtual reality technology. Their last prototype, the
Oculus Rift Crescent Bay, is targeting 90 fps as a minimum
frame rate.

The constantly renewing of display technologies calls for
evaluations of the real impact of their innovative, and often-
costly characteristics on human vision. To that aim, researchers
often use subjective evaluations based on subjective ratings
or on questionnaires. However, objective measures from psy-
chophysics may be better suited to benchmark human perfor-
mance, in particular when subjective evaluation is unreliable or
difficult. Quantitative psychophysics further allow direct ob-
jective comparisons between different displays and between
studies.

Recently, Kuroki et al. [4] evaluated the influence of high
frame rates on image quality using movies recorded by a
1000 fps camera. After re-sampling these movies to obtain five

1551-319X © 2016 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution
requires IEEE permission. See http://www.ieee.org/publications standards/publications/rights/index.html for more information.



KIME et al.: PSYCHOPHYSICAL ASSESSMENT OF PERCEPTUAL PERFORMANCE WITH VARYING DISPLAY FRAME RATES 1373

different frame rates ranging between 60 Hz and 480 Hz, they
asked participants to subjectively evaluate the degradation of
perceived motion compared to 480 Hz projections on a scale
from 1 (very annoying) to 5 (imperceptible). They found that a
250 Hz frame rate allowed avoiding perceived blur and jerki-
ness, without changes in perceived quality above this frequency.

Subsequently, Kuroki [5] assessed the impact of high-frame
rate projection on 3D perception, by projecting random dots
stereograms with different amount of disparity. Asking partic-
ipants to judge the depth of a test pattern compared to the ref-
erence pattern, they found that participants best discriminated
depth information at 240 Hz. Hoffman et al. [6] studied motion
distortions and perceived depth in stereo vision, by emulating
the characteristics of LCD and DLP displays using a 200 Hz
CRT monitor. Participants were asked to report flickering, mo-
tion artifacts (also in depth) and depth distortion. They report
that motion artifacts occur as the stimulus speed increases and
the capture frequency decreases. Emoto et al. [7] used a ques-
tionnaire (ranking from 1 to 4) to investigate the quality of
moving stimuli as a function of frame rate. Their results show
a subjective improvement of motion quality between 60 Hz and
240 Hz of almost 1 point. They also report that the interac-
tion between angular velocity and frame rate does not affect the
quality of motion.

In this study, we use psychophysical methods to quantify the
impacts of frame rate on speed discrimination, counting and
reading moving stimuli. This way, we provide objective and
replicable measures that reflect the effects of frame rate on per-
ception. To get precise control on frame rate, we developed a
platform based on a Digital Micromirror Device (DMD) capable
of displaying binary sequences of images up to 1000 fps. DMDs
have previously been used to study human perception. Deffner
(1995) [8] use a DMD device along with an eye-tracker to assess
the visual quality of images, by controlling parameters such as
color saturation, brightness, texture fidelity etc. Saika et al. [9],
also proposed a device based on a DMD to study phenomena
that require precise spectrum control as in color-matching exper-
iments. We used this platform together with moving stimuli, and
designed psychophysical protocols to probe speed discrimina-
tion, spatial discrimination and digit identification as a function
of frame rate. In the following, we first detail the platform char-
acteristics and the protocols before presenting the experimental
results.

II. MATERIALS AND METHODS

A. Participants

A total of 13 participants took part in this study (11 males).
Five individuals aged from 26 to 33 years old (mean age
29 ± 2.8) participated to the first experiment. Seven participants
aged from 21 to 32 years old (mean age 26 ± 3.5) participated
in the second experiment. Six individuals, aging from 27 to 38
(mean age 29 ± 4.1) took part in the third experiment. Two
participants participated in all experiments while one only in 2
experiments (task 2 and 3). All participants had normal, or cor-
rected to normal, vision. During the experiments participants
were positioned at 140 cm from the screen and had their head
maintained by a chin rest.

Fig. 1. Experimental setup: the stimulation platform consists of a TI DLP3000
DMD projector controlled by a real-time embedded Linux system. Participants
were positioned 140 cm from the screen, with their head maintained by a
chinrest, and provided their responses using a response box.

B. Stimulation Platform

To compare performance in visual tasks while changing the
frame rate on a trial-by-trial basis, we developed a stimulation
platform capable of rapidly switching between different frame
rates in a precisely controlled way (see Fig. 1). We used a Texas
Instrument LightCrafter projector controlling a DLP3000 Digi-
tal Micromirror Device (DMD) [10] to generate moving stimuli
at 60 Hz or 1000 Hz. The DMD comprises an array of mirrors
that can rapidly switch between two discrete angular positions
(−12◦ and 12◦) to enable or disable the reflection of a light
source on a screen [11]. The DLP3000 is composed of an array
of 608 × 684 mirrors tilted by 45 degrees; in order to avoid
artifacts which might be introduced by the native addressing
scheme of the DMD, we adopt an alternative one described in
the supplementary material. The DMD was controlled with a
real-time embedded Linux system based on an OMAP 4460
CPU, with bespoke software enabling the control of any mirror
independently (e.g. no need to send the whole image) with a
millisecond precision. The duration of the on-position of each
mirror is configurable, which permits to keep a mirror on for
long durations (up to 700 ms) without re-sending any command
to the device, thereby significantly reducing the bandwidth re-
quired to operate the system. Conversely, the mirrors can be
independently turned on and off with a minimum time step
of 0.7 ms. Thus, this platform allows the generation of visual
stimuli using different frame rates in a very rapid, bandwidth ef-
ficient way. While the DLP3000 system can in principle provide
binary stimulation up to 1440 Hz, we limited the refresh rate
to 1000 Hz to ease the communication between the controlling
system and the DMD. Light intensity was encoded in two binary
values, corresponding to a mirror being on or off. To ensure that
the same amount of light enters the eyes at all frame rates, and
to eliminate effects induced by different amounts of radiation
across conditions, we used a duty cycle of 70%, corresponding
to mirrors being turned on for 70% of the frame time.

Moving stimuli were displayed at integral number of pixel
displacements, with all vertically aligned pixels changing at the
same time for each frame rate condition.

A screen 102 × 76 cm) displayed the stimuli onto an area
spanning a visual angle of 16.3 deg (40 × 32 cm at 1.40 m) with
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Fig. 2. Experimental paradigm for the speed discrimination experiment: a fixation point appeared for 1 ± 0.1 second, followed by a line moving at speed s1 for
200 ms in a first temporal interval, followed by another fixation interval of the same duration, followed by a line moving at s2 �= s1 for 200 ms. Participants were
instructed to fixate the fixation point, and to report which of the two temporal intervals contained the fastest stimulus. The starting point of the stimuli, the time
intervals and the direction of motion were randomized so as to avoid adaptation or predictive eye movements.

a QVGA resolution (340 × 240 pixels of 1.3 × 1.3 mm corre-
sponding to 0.05 degree of visual angle at a distance of 140 cm).
The stimuli (40 cd/m2) were projected in a dark room, with a
light source of 530 nm wavelength against a dark background
(9 cd/m2).

During the first and second experiments, responses were
recorded using a Cedrus RB-834 Response Pad. Participants
entered their responses through a USB keypad in the third
experiment.

The device was driven in two modes during the experiments,
either at 60 Hz or at 1000 Hz. Given the finite spatial resolution
of our display, a change in the rendered position of the stimulus
can only occur for a time allowing it to travel for at least 1 pixel.
This effect leads to an effectively rendered frame rate which
depends on the stimulus speed. For example, if a bar moves
at a speed of 27 deg/sec, corresponding to .5 pixel per ms, it
would effectively move every 2 ms even at 1000 Hz. Even with
a higher frame rate, the effective frame rate would correspond to
500 Hz, with 2 ms being the minimum time needed for a bar to be
displaced of at least 1 pixel. So, despite always setting the refresh
rate at 1000 Hz, the effective frame rate varies accordingly to
the stimulus dynamics. To avoid confusing the reader, we refer
to these high frame rates as HFR (High-Frame Rate) throughout
the rest of the paper, which corresponds to the maximum frame
rate at which stimuli are rendered differently, as projecting at
higher frame rates would not produce difference in rendering.
In the case of the 60 Hz frame rate reference, we only update the
position of the stimulation once per frame (every 16.6 ms). For
clarity, we explicitly report the used and the effective rendered
frame rate for every speed when describing the stimuli used
during the experiments in the following sections.

III. SPEED DISCRIMINATION

As stimuli in motion are affected by limited temporal resolu-
tion, we decided to investigate the effects of frame rate on the
subjects ability to discriminate speed differences. To do so, we
measure the ability of observers to assess small speed differences
in moving objects using different frame rates. Our hypothesis is
that, by increasing the frame rate, we can improve assessment of

the speed of dynamic stimuli. Previous studies establish discrim-
ination levels for speeds between 2 deg/s and 256 deg/s. McKee
et al. found in [12], [13] that discrimination power in function
of speeds followed a U-shaped curve with an improvement of
speed discrimination between 2 deg/s and 50 deg/s. For higher
speeds, above 64 deg/s, discrimination decreases [14]. Thus, in
the range of speeds chosen for this experiment (16–37 deg/s),
we expect to observe an improvement of performance between
the slowest and fastest speeds. Although the idea that speed per-
ception should be improved at a high frame rate compared to
a low fame rate is not new, objective performance measures of
the importance of this effect is, to our knowledge, lacking.

A. Stimuli and Procedure

Speed discrimination was estimated by projecting moving
lines. The stimulus consisted of a line (Height: 240 pixels,
13 deg; width: 1 pixel, 0.05 deg), translating horizontally to-
wards the left or to the right direction across the screen for a
duration of 200 ms. This time interval is short enough to min-
imize intrusive eye movements [15], [16]; to further prevent
anticipatory eye movements, stimuli randomly moved to the
right or to the left.

Regarding the procedure, the time course of a trial (Fig. 2)
was as follows: two fixation points, at the top and bottom of the
screen, were presented for a random time (1 ± 0.1 sec). The
stimulus then moved for 200 ms, followed, after a random delay
(1 ± 0.1 sec), by a second stimulus moving for the same 200 ms
duration. On each trial, the starting position was randomized so
as to remove spatial and distance cues that could bias speed dis-
crimination thresholds, as the distance traveled could be used as
a proxy for speed. Participants were explicitly informed of this,
so as to discourage them from using the stimulus arrival point
as a strategy. They were instructed to fixate between the two
points for the whole duration of the trial, and to indicated which
of the two successive intervals contained the fastest motion
(2 Interval Forced Choice, 2IFC).

In each block of trials (n = 160), a reference speed was
randomly chosen amongst five speeds (Table I). The reference
speed was shown on every trial with a random presentation order
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TABLE I
REFERENCE AND TEST SPEEDS USED IN EXPERIMENT 1 AND ASSOCIATED HIGH FRAME RATE (HFR)

Reference speed (deg/sec) Speed range (±12% ) Frame rates (Hz) Max rendered frame rate (Hz)

16.2 14.3–18.1 60, 1000 300
21.6 19.0–24.2 60, 1000 400
27.0 23.8–30.2 60, 1000 500
32.4 28.5–36.3 60, 1000 600
37.8 33.3–42.3 60, 1000 700

Each experimental block used a fixed reference speed and uniformly random-drawn frame rates, difference
between the test and reference speed, motion direction and presentation order. The test speed was randomly
chosen with a difference in the [-12%, 12%] interval to the reference speed, by steps of 3%.

with respect to the test speed (2 Interval Forced Choice Proce-
dure). The test speed was randomly chosen with a difference in
the [−12%, 12%] interval of the reference speed, by 3% steps.
Importantly, the frame rate was randomly changed on each trial
(either 60 Hz or HFR). Before each experimental block, partici-
pants were given 20 practice trials. Each session, corresponding
to 5 blocks, lasted approximately 15 minutes. Therefore, the dif-
ferent conditions of the experiments were: the frame rate f (60 Hz
or HFR), the 5 reference speeds s, and the 8 speed differences i
of the test speed. Each condition was repeated 10 times, giving a
total of f × s × i × 10 = 800 presentations. Table I summarizes
the different reference and test speeds used in the experiment,
and indicates the corresponding effective frame rates.

B. Results

Fig. 3 shows the percentage of correct responses for each ref-
erence speed as a function of the absolute speed difference. The
60 Hz condition is shown in red, and the HFR condition in blue.
An analysis of variance indicates that performance is better for
a high as compared to a low refresh rate (1,198 = 27.61; p <
0.001; η2 = 0.12). Post-hoc analysis further showed that the
effect of frame rate is not significantly different at the lowest
speed tested (16.2 deg/s F1,38 = 0.036; p = 0.852), but signifi-
cant (p < 0.009) for all other reference speeds (compare panel
1 with the other panels). Larger speed differences are discrimi-
nated more easily than smaller ones, as expected. Interestingly,
the main effect of frame rate is found for the smallest speed
differences (3% and 6%), pointing at increased discrimination
capabilities when using higher frame rates. The difficulty in de-
tecting the smallest speed differences can be accounted for this
phenomenon, as they are closer to the perceptual thresholds.
In this sense, discrimination capabilities can be defined as the
smallest speed difference that a participant can correctly detect.

Figs. 4-5 summarize the effect of frame rate on speed dis-
crimination. In Fig. 4, each curve represents the proportion of
correct responses pooled across the different test speeds for each
participant (dashed colored lines) as a function of the reference
speed. Mean performance across participants is shown as a full
black line. Results show an overall increase of correct responses
with increasing speed, indicating that the effect of frame rate
increases with speed.

We then computed a psychometric function for each speed (s),
and determined the speed difference (Δs) corresponding to 75%
of correct responses [Fig. 5(b)]. It can be seen that the Weber

Fig. 3. Percentage of correct responses averaged accross participants for each
reference speed as a function of speed differences (panels A-E); 60 Hz condition:
red curve (round markers), HFR condition: blue curve (square markers). See
text for details

fraction (Δs/s) for a 60 Hz frame rate is about 7%, which repli-
cates previous results (e.g. [12]). In contrast, the Weber fraction
is as low as a 3% for HFR, except at the lowest speed tested
(16.7 deg/s). Overall, speed discrimination markedly improves
with HFR displays, which is in line with our expectations.

IV. EFFECTS OF DUTY CYCLE

When several neighboring objects - e.g. parallel lines - move
across a display screen, determining the number of moving
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Fig. 4. Percentage of correct responses for different speeds and participants for the 60 Hz (left) and HFR (right) conditions; mean value and error bars are plotted
in black. Performance is significantly better when projecting stimulation at HFR, and participants performance significantly improves with increasing speeds only
in the HFR condition, matching our expectations regarding task difficulty.

Fig. 5. Level of discrimination for the 2 frame rate conditions represented
as a Weber fraction with threshold at 75%; 60 Hz condition: red curve (round
markers), HFR condition: blue curve (square markers).

objects can be difficult at low (60 Hz) refresh rates, due to
aliasing and visual persistence [17]. The objective of this sec-
ond experiment is to confirm this hypothesis, by using a varying
number of parallel lines with different spacing, moving at differ-
ent speeds and asked participants to report whether the displayed
objects were odd or even. This task was chosen because it re-
quires counting the number of lines and mapping the response
into a simple two alternative forced choice.

A. Stimuli and Procedure

The same setup as in Experiment 1 was used. The stimuli
consisted of vertical parallel lines whose number varied from
2 to 5, with 4 different spacings (from 0.21 deg to 0.54 deg)
between them (see Table II). Lines measured 2.9 deg in height
and 0.05 deg (1 pixel) in width and moved horizontally across
the screen for 420 ms with varying speeds (Table III). The
experimental paradigm is outlined in Fig. 6(a). As in Experiment
1, the frame rate was randomly changed on each trial (either

TABLE II
CONDITIONS OF SPACING DURING THE SPATIAL DISCRIMINATION EXPERIMENT:
4 DIFFERENT SPACING (FROM 0.21 DEG TO 0.54 DEG) BETWEEN LINES WHERE

TESTED

Spacing distance (deg)

0.21
0.32
0.43
0.54

TABLE III
CONDITIONS DURING THE EXPERIMENT OF SPATIAL DISCRIMINATION: 5

DIFFERENT SPEEDS, IN THE RANGE 16.2–37.8 DEG/SEC AND 4 DIFFERENT

SPACING (FROM 0.21 DEG TO 0.54 DEG) BETWEEN LINES WHERE TESTED

Ref speed (deg/sec) Frame rates (Hz) Max rendered FR (Hz)

16.2 60, 1000 300
21.6 60, 1000 400
27.0 60, 1000 500
32.4 60, 1000 600
37.8 60, 1000 700

60 Hz or HFR). Example of stimuli for different spacings and
number of lines are presented in Fig. 6(b). Participants had to
report if the number of lines was odd or even.

Regarding the procedure, all participants were first trained
with static lines to check their capability to correctly perform
the task. Before each experimental block, participants further
performed 15 trials with the different speeds, to familiarize with
both the task and the moving stimuli. Fig. 6(a) depicts the time
course of a trial: one second after the appearance of the fixation
points, the stimuli were presented and moved across the screen.
As the task cannot be reliably performed with central fixation,
participants were instructed to pursue the target, so as to sta-
bilize the stimulus on the fovea. Since the stimuli always had
the same initial position, it was easy to predict the motion path,
which facilitated stimulus tracking. Each experimental block
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Fig. 6. (a) Experimental paradigm: after 1s of fixation, a set of lines started moving horizontally across the screen for 420 ms. Participants were asked to report
if the number of presented lines was odd or even, and they were instructed to pursuit the stimulation. (b) Stimuli consisted in 2 to 5 vertical lines with different
spacings (see Table II).

used a fixed reference speed, uniformly random-drawn frame
rates and 2 repetitions of the same stimulus. Participants per-
formed 2 blocks for each speed in order to collect 4 repetitions
per stimulus and per participant (64 presentations per block,
each block lasting approximately 5 minutes). The experimental
parameters were therefore: the frame rate f (60 Hz or HFR),
the 5 reference speeds s (16.2, 21.6, 27, 32.4 and 37.8 deg/s),
the 4 spatial spacing between lines r (0.21, 0.32, 0.43, 0.54 deg
of visual angle), and the 4 patterns b (2, 3, 4, 5 lines), giving
a total 640 trials per participant. Participants tracking ability
was evaluated in a separate experiment using a 100 Hz screen
with an Eye-LinkII eye-tracker (sampling 500 Hz, SR Research
Ldt.), by performing a simple tracking task with the same stim-
uli and speeds used in the main experiment. The eye-tracking
evaluation was performed without other concurrent task. The
time course of the pursuit eye-movements is as expected: after
100 to 200 msec, the participants make a catch-up saccade to
foveate the stimulus, followed by a tracking phase with an aver-
age tracking error of ≈2 deg for 200–300 msec (during which
the retinal motion is minimum). Each participant performed 20
trials per speed. The results (data not shown) indicate that all
participants could track the stimuli, although pursuit was less
accurate at high speeds.

B. Results

The percentage of correct responses, averaged across partici-
pants, is presented in Fig. 7. Performance is overall better at HFR
compared to 60 Hz frame rate [Fig. 7(a) versus (b)]. At a low
frame rate, averaged performance is overall less than 90%, de-
creases with increasing speeds, and is better for a large spacing
between the lines. At a high frame rate, participants performed
above 90% for all spacings and all speeds, with the exception of
the smallest spacing and highest speed, for which performance
drops to about 80% of correct answers. An ANOVA performed
on these results confirms that performance is consistently better
at a high, as compared to a low, frame rate (F1,960 = 216; p <
0.001, η2 = 0.18). In addition, the difference in performance
between frame rates increases with stimulus speed. The line
spacing also affects visual performance of both refresh rates in

Fig. 7. Percentage of correct responses averaged across participants as a func-
tion of stimulus speed for the different spacing, at 60 Hz (a) and at HFR (b).
Performance decreases markedly at 60 Hz as the speed of the stimuli increases,
but remains high at HFR. Error bars represent inter-participants variability +/−
SEM. See text for details.

a significant way (F3,480 = 44.8; p < 0.001, η2 = 0.22 for 60 Hz
and F3,480 = 8.9; p < 0.001, η2 = 0.05 for HFR). A univariate
variance analysis shows a significant interaction between speeds
and frame rates (F4,960 = 11; p < 0.001, η2 = 0.04), but not
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TABLE IV
MINIMUM SPACING Dlim REQUIRED TO AVOID AN OVERLAP BETWEEN TWO

LINES IN 2 SUCCESSIVE FRAMES AT 60 HZ, COMPUTED USING EQUATION (2)

Speed (deg/sec) Minimum inter-line spacing (deg)

16.2 0.27
21.6 0.36
27.0 0.45
32.4 0.54
37.8 0.63

between speed and number of lines (F12,960 = 0.3; p = 0.93).
A significant interaction between speed and spatial separation
is only found for the 60 Hz conditions (F12,480 = 2.1; p < 0.05,
η2 = 0.05).

Although the results of this experiment are clear-cut and illus-
trate the strong effect of frame rate on the perception of moving
stimuli, it would be useful to generalize which spatio-temporal
characteristics of both humans and displays determine the visi-
bility of moving stimuli. The general framework developed by
Watson (2013) provides a way to analyze our results along these
lines. Based on human psychophysics that characterized human
visual sensitivity in the Fourier domain [18], [19], Watson de-
fined a window of visibility in the Fourier space that provides
means to analyze our results in a more general theoretical con-
text [20]. Along with the window of visibility, Watson defines
a critical frame rate Flim (Hz) as the minimum temporal reso-
lution needed to analyze a stimulus moving at a specific speed
Sstim (deg/s) given a visual acuity Alim (cycle/deg):

Flim = Sstim × Alim (1)

In the context of our experiment, we define the spatial lim-
itation, Alim , as the spacing between 2 lines (as human visual
acuity is less than this value). The minimum spacing Dlim re-
quired to prevent the overlap of 2 lines in two successive frames
is set by equation (2). Dlim depends on the frame rate (Fdisplay )
or temporal resolution (Tdisplay = F−1

display ) and on the stimulus
speed Sob ject :

Dlim = Tdisplay × Sob ject (2)

We computed the limit Dlim for each speed as a function of
frame rate [Table IV and dashed line in Fig. 8(a)]. The minimum
spacing Dlim decreases with increasing refresh rate.

In the present experimental conditions, if a movie is projected
at 60 Hz, objects must move at a maximum speed of 2.9 deg/s to
elicit “smooth” apparent motion and to avoid stimulus overlaps.
The same calculation gives a maximum velocity of 49 deg/s for
a 1000 Hz display.

For example, given a 0.21 deg (4 pixels) separation between
lines and a speed of 37.8 deg/s, accordingly to Eq. (2) the re-
fresh rate necessary to avoid overlapping in successive frames is
175 Hz. In order to verify this prediction, 2 participants per-
formed the counting task at 150 Hz and 200 Hz. Results, re-
ported in Fig. 8(b), show that at 150 Hz performance increases
when the spatial separation increases from 0.21 deg to 0.32
deg (4 to 6 px). A T-Test confirmed significant difference in

Fig. 8. (a) Percentage of correct responses averaged across observers as a
function of the spacing between lines for different speeds at 60 Hz. The color-
coded dashed lines represent the spacing, Dlim [see Eq. (2)] between lines for
each speed: if this spacing is smaller than Dlim , the perception of motion is
impaired and performance drops. (b) Results of a control experiment illustrating
the influence of frame rate and spacing on performance. Two spacing (0.21 and
0.32) and 2 frame rates (150 and 200 Hz) were used. The vertical dashed line
shows the minimum frame rate (175 Hz) that permits to avoid a bar overlap in
2 successive frames for a speed of 37.8 deg/s with a spacing of 0.21 (red). As
predicted, performance is poor at 150 Hz but dramatically improves at 200 Hz.
With a spacing of 0.32 deg (blue), greater than Slim , no such effect of frame
rate is observed.

performance between 150 Hz and 200 Hz with 0.21 deg spacing
(T (7) = 2.4; p < 0.05) and between a spacing of 0.21 deg and
more for the 150 Hz condition (T (8) = 2.4; p < 0.05).

V. DIGIT IDENTIFICATION

The aim of the third experiment is to quantify performance
in reading moving digits as a function of refresh rate. Such a
situation occurs when trying to read a moving string of digits
or characters on a static device displaying a moving stimulus,
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Fig. 9. Digit identification experiment: (a) after an initial fixation cue, pursuit tracking is initiated with a moving mask (three 8 digits); after 150 ms of motion
(or 175 ms for the short duration condition), one of the three digits form the mask is turned into another digit which is masked again after the duration chosen for
the trial (150 or 100 ms). Participants are instructed to track the stimulus and to report which digit was presented after the trial ends. (b) Mask (top) and examples
of digits used during the experiment. Two spatial separations between digits were used: 0.05 deg (1 pixel, left) and 0.16 deg (3 pixels, right).

or when trying to read while using a head mounted display and
moving the head.

A. Stimuli and Procedure

The setup used was the same as in Experiment 1. The stimuli
consisted in strings of numbers made of 3 digits, presented
against a white background, moving from left to right. The
inter-digit spacing was either 0.05 or 0.16 deg and a single speed
(32.4 deg/s) was used. All digits were coded with a maximum
of seven segments (1 pixel width). They consisted in 30 ×
15 pixels moving images (for the maximum inter-digit distance),
corresponding to 3.9 × 2.1 cm on the projecting screen (each
digit measured 8 × 15 pixels). Two masks consisting in three
“8” characters, were used each corresponding to a different
inter-digit spacing [Fig. 9(b), top].

Regarding the procedure, participants were asked to identify
a single digit within a moving string of three digits. As this task
can hardly be done if the eyes are static, tracking was facili-
tated by first presenting a moving mask. After 150 or 175 ms,
a duration sufficient to initiate smooth eye tracking, one of the
digits (different from the one used as a mask) was unmasked for
a short period (100 or 150 ms) and masked again (for 150 or
175 ms), while motion speed was maintained constant during
the whole trial. After motion ended, participants were asked to
report which digit was presented. A diagram showing the time
course of a trial is presented in Fig. 9(a). Before the experiment,
participants (N = 6) were given 15 practice trials to familiarize
with the task and the stimulation.

B. Results

The percentage of correct responses is plotted in Fig. 10.
Performance is better for a high, as compared to a low, refresh
rate, as confirmed by a one way ANOVA computed on the whole
data set (F1,120 = 107.8; p < 0.001, η2 = 0.47).

In addition to the frame rate effect, several other aspects of
the results are worth noting. At 60 Hz, the position of the digit
to identify within a string has a profound effect on performance,
with digits in the middle position being hardly identified (note
that chance level is 11%). For the other positions (digits left or
right of the string), performance is much better than for the mid-
dle digit, although the right digit (position 1), corresponding to

the leading edge of the string, appears to be identified more eas-
ily, but this effect is however only marginally significant (F1,46
= 3.8; p = 0.056). This position effect is much less at HFR and
does not reach significance (F2,60 = 1.94; p = 0.152). The other
variables, duration of unmasking of the string and inter-digit
spacing, also influence performance, but to a lesser extent and
with little differences between frame rates. As expected, perfor-
mance is worse for a shorter 100 ms unmasking duration (F1,120
= 7.4; p = 0.008, η2 = 0.06), and for a smaller spacing between
digits (F1,120 = 8.3; p = 0.005, η2 = 0.07). At 60 Hz, the large
effect of the digit position within the string suggests that lateral
masking and the partial overlap between moving digits account
for the results, and underline the strong limiting effect of low
frame rate for this type of tasks. To determine whether different
digits elicit different performances, we computed a confusion
matrix for the two different frame rates (Fig. 11). In this Figure,
color intensity denotes classification accuracy. At HFR, most
digits are correctly classified (82.7% on average), as all digits lie
along the diagonal (only the digit “0” is misclassified, presum-
ably because of the high similarity with the masking digit). At 60
Hz, a general drop in classification accuracy is observed, reach-
ing only 53.7% on average. A closer look at this matrix suggests
that the level of performance depends on the number of lines
that are turned off to draw the digit to be identified. For instance,
the digits “4” and “7” with best performance (76% and 70% re-
spectively), have respectively 3 and 2 lines in common with the
masking “8”, while the digit “0” has 6 lines shared with an “8”.

VI. DISCUSSION

This study presented the results of three psychophysical ex-
periments using objective forced choice protocols, designed to
quantify the effects of display refresh rate on the perception of
moving stimuli. All three experiments indicate, in agreement
with previous results and model predictions, that perceptual
judgments are degraded at a low, 60 Hz, refresh rate, as com-
pared to a HFR. The perceptual differences related to refresh
rate are more important at high stimulus speeds and occur during
fixation as well as during pursuit eye movements. The differ-
ent tasks were designed to evaluate different visual capabilities,
that are performed, although sometimes implicitly, when watch-
ing movies or playing video games containing moving objects,
or when using head mounted displays: speed discrimination, ob-
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Fig. 10. Percentage of correct response in the digit identification experiment,
averaged across participants, as a function of the position of the digits, for 2
frame rates, 2 spacing distance between digits. (a) 100 ms exposure, (b) 150
ms exposure. Digit identification performance is better at HFR, regardless of
the position, the duration, or the spacing between digits. At 60 Hz, perfor-
mance drops notably for digits in a middle of a string, as compared to other
digit positions. The inter-digit spacing and the stimulus duration also impact
performance. Note that chance level for this task is 11%. Error bars represent
variability across participants +/− SEM. See text for details.

ject counting, and digit identification. The approach used herein
completes other studies, more concerned with the subjective
evaluation of the influence of different displays on comfort,
fatigue or pleasantness. It thus provides a complementary ap-
proach, relying on objective measures allowing easy quantita-
tive comparisons between different studies. These results match
converging evidence from neuroscience, suggesting that neu-
rons in early stages of sensory processing in primary cortical
areas, including both vision and other modalities, use the precise

Fig. 11. Digit classification confusion matrix: color intensity denotes clas-
sification accuracy. At HFR, most digits are correctly classified, with only 0
being often misclassified. At 60 Hz, a general drop in classification accuracy is
observed. Classification accuracy (regardless of the position, spacing between
digits or position of the target digit) is 53.7% on average in the 60 Hz case vs.
82.7% for HFR.

time of neural responses to carry information. In the brain, there
has been evidence for a high precision, down to the millisec-
ond, of neural coding in different sensory structures [21]–[24].
Although the focus of the present study was on the effects of
refresh rate on the perception of moving stimuli, similar exper-
iments could be conducted on different display characteristics
(resolution, color, contrast, etc.). Moreover, the present results,
although expected, complement the results of psychophysical,
electrophysiological, or imaging studies characterizing visual
functions that are, more than often, performed with low to
medium refresh rate displays (60 to 120 Hz, and more rarely
200 Hz). Taking refresh rate seriously into account should lead
either to restricting the range of stimuli and functions that can
be studied to what the displaying technologies offer, or to use
imaginative workarounds to increase the temporal resolution
of the experimental stimulation. A stimulation platform where
temporal resolution can be precisely controlled is thus an essen-
tial tool in advancing the understanding of how visual motion is
processed by the nervous system. Such a platform would further
enable experimenters to perform studies requiring a fine tempo-
ral resolution or testing biological mechanisms where timing is
an important parameter.
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Despite the limitations of the platform used in this study
(binary display with a single color, specific duty cycle and low
spatial resolution), and the choice of medium to high speeds, the
present results are of interest for engineers developing screens
and projecting devices who seek for increased spatial density,
number and resolution of their pixels. This study addresses some
of the concerns about the quality of broadcasting and TV images
mentioned in the introduction [1], [2], in particular regarding
the vast range of temporal dynamics needed to be rendered.
In this sense further studies are needed to objectively evaluate
how different temporal display characteristics have an impact
on human perception, in particular in the case of gray-level or
colored displays supporting higher spatial resolutions.

The results of this work are of particular concern for specific
class of devices, such as head mounted displays. Head-mounted
displays are not only limited to use in virtual environment or
augmented reality scenarios. With assistive technologies for vi-
sual impaired individuals, the display conveys real-world infor-
mation, usually captured by a camera, to a retinal implant in
order to provide some degrees of visual restoration. In many
cases the image itself needs simplification, so as to maximally
utilize the limited spatial resolution available [25], [26]. In these
cases, increased temporal resolution might compensate for the
lack of spatial resolution, for example in the case of sub-retinal
implants based on electrodes. Even in recent retinal implants
[27] the number of electrodes is limited by the technology used,
giving a reduced number of “pixels” for implanted patients.

This forces implanted patients to use alternative scanning
techniques, such as moving their heads to explore the environ-
ment, since the camera providing input to the implant is often
fixed. The different speeds used in this work are compatible with
head movement speeds; Pozzo et al. [28] and Grossman et al.
[29], for instance, report a maximum head movement speed of
38 deg/s in various motor tasks.

The increasing use of visual displays in everyday life, and
its possible consequences on health, calls for a thorough re-
evaluation of the effects of frame rate on visual performance,
whether it relates to perception and sensitivity or oculomotor
behavior.
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