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Theories of motor control postulate that the brain uses internal
models of the body to control movements accurately. Internal
models are neural representations of how, for instance, the arm
would respond to a neural command, given its current position
and velocity1±6. Previous studies have shown that the cerebellar
cortex can acquire internal models through motor learning7±11.
Because the human cerebellum is involved in higher cognitive
function12±15 as well as in motor control, we propose a coherent
computational theory in which the phylogenetically newer part of
the cerebellum similarly acquires internal models of objects in the
external world. While human subjects learned to use a new tool (a
computer mouse with a novel rotational transformation), cere-

³ Present addresses: Massachusetts General Hospital NMR Center, 149, 13th Street, Charlestown,
Massachusetts 02129, USA (Y.S.); Kernspintomographie, Max-Planck-Institut fur Psychiatrie, Kraepe-

linstrasse 10, 80804 Muenchen, Germany (B.P.).

bellar activity was measured by functional magnetic resonance
imaging. As predicted by our theory, two types of activity were
observed. One was spread over wide areas of the cerebellum and
was precisely proportional to the error signal that guides the
acquisition of internal models during learning. The other was
con®ned to the area near the posterior superior ®ssure and
remained even after learning, when the error levels had been
equalized, thus probably re¯ecting an acquired internal model of
the new tool.
Most neuroimaging studies have found that the regional blood

¯ow in the human cerebellum increases signi®cantly at the begin-
ning of learning for a new motor or cognitive task and decreases as
the learning proceeds16±19. These results are often interpreted as
meaning that the cerebellum is involved only in the early phase of
learning and is not a memory site, that is, it does not store internal
models. Here we present a different interpretation (see also ref. 15)
based on our computational theory and experimental results.
Previous cerebellar learning theories20±22 make no speci®c pre-

dictions about the activity of internal models (see Supplementary
Information for details). We have proposed that multiple internal
models exist and that they compete to learn new environments and
tools23. During the learning, all of these multiple internal models
receive a copy of the error signal and only one or a few learn the new
transformation, thereby reducing the error signal and localizing the
new activity to a distinct region of the cerebellum. The two types of
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(red curve) and that re¯ecting the acquired internal model (cyan curve)).
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cerebellar activity representing the error signals and the internal
model are predicted to occur in speci®c spatio-temporal patterns
(Fig. 1). Large error signals are fed into broad regions for all possible
internal model candidates at the initial learning stage (red and
orange in Fig. 1b). Because the subject's performance improves and
the error signals decrease with learning, activity re¯ecting the error
signals also decreases with learning (Fig. 1a). This prediction agrees
with previous imaging data. However, signals representing the
acquired internal model must increase (cyan curve in Fig. 1c) and
remain even at the late stages of learning only in the limited region
(orange in Fig. 1b). This region contains a group of the most
accurate internal models. Even in this region, total activity is
expected to decrease (orange curve in Fig. 1c) because the observed
activity is the sum of the error signal (broken red curve) and the
internal model (cyan curve). However, signi®cant activity must
remain even after the learning is complete. In our interpretation, the
activity re¯ecting the learned model is smeared by the strong
activity re¯ecting the error signal and, therefore, was not detected
in previous imaging studies. In our present study, however, we
found internal model activity by equalizing the errors under the
baseline condition to those under the test condition. Furthermore,
the time course of the internal-model activity (cyan curve in Fig. 1c)
was estimated by subtracting the error signal activity (red curve)
from the total activity (orange curve).
The task for the subjects was to manipulate a computer mouse so

that the corresponding cursor followed a randomly moving target
on a screen (Fig. 2a; a tracking task). Seven subjects performed the
task for eleven sessions (training sessions). We used functional
magnetic resonance imaging (fMRI) to scan the cerebellum in the
odd-numbered sessions. Each session lasted 9min and 23 s and
comprised eight alternating blocks of test and baseline periods.
During the test periods, the cursor appeared in a position rotated
1208 around the centre of the screen to necessitate subject learning
(novel mouse); during the baseline periods, it was not rotated
(ordinary mouse). In the ®rst session (Fig. 2b), large regions near
the posterior superior ®ssure in the lateral cerebellum were sig-
ni®cantly more active during the test periods than the baseline
periods (correlation coef®cient �CC�. 0:3); in the last session
(Fig. 2c), only restricted subregions were activated. We con®rmed
that this activity cannot be attributed to larger hand movements
(Fig. 2d) or larger eye movements in the test than in the baseline
periods by showing that hand-movement or eye-movement activity
is different from the activity shown in Fig. 2b and c (see also
Supplementary Information).
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The subjects' performances weremeasured by tracking errors (the
distance between the cursor and the target; seeMethods). The errors
in the test periods decreased signi®cantly as the number of sessions
increased, whereas the errors in the baseline periods were constant
(upper panel in Fig. 3a). A repeated-measures analysis of variance
(ANOVA) on the errors indicated a signi®cant effect of the sessions
in the test periods (F�10; 60� � 10:60, P, 0:001) but no signi®cant
effect in the baseline periods �F�10; 60� � 0:67�. Activation maps
(P, 0:05, corrected for multiple comparisons) derived from data
across all subjects (Fig. 3a) indicated that the activity in the lateral
cerebellum became smaller as learning progressed (see Methods).
The learning during the test periods was suf®cient for there to be

no signi®cant difference in the tracking error between any pairs of
the last three sessions according to the post hoc test (at P, 0:001
level by Tukey's honestly signi®cant difference method). Thus, the
cerebellar activation observed in the late stage of learning should
include the activity of the acquired internal model. However, we
cannot conclude that the activation solely re¯ects the internal
model because the test error was close to, but signi®cantly larger

than, the baseline error (for example, F�1; 6� � 28:52, P, 0:005 on
the error in the last training session across all subjects). That is, the
activation may partly re¯ect error signals.
To evaluate this possibility, all of the subjects underwent an

`error-equalized' experiment: the target velocity in the baseline
periods was increased so that the baseline error was equal to the
test error. Here, we used the linear relationship between error and
target velocity (see Methods). As result, there was no signi®cant
difference between the test and the baseline errors (Fig. 3b, top).
However, regions near the posterior superior ®ssure were signi®-
cantly more active during the test periods than during the baseline
periods (Fig. 3b, bottom). This activity cannot be related to
the tracking error. Moreover, the amount of mouse movement
(measured by the cursor trajectory length) and the target velocity
in the baseline periods were signi®cantly larger than those in the
test periods (F�1; 6� � 38:16, P, 0:001, on average 2.38-fold, and
F�1; 6� � 156:63, P, 0:001, on average 2.71-fold, respectively). All
of the subjects reported that more effort and attention were needed
in the baseline periods than in the test periods. Thus, the signi®cant
activity increase in the test period cannot be attributed to the
mouse/hand movements, the visual target velocity, attention or
effort. The most plausible explanation is that the remaining activity
in Fig. 3b re¯ects the acquired internal models, whereas the decrease
in activity as learning progresses (Fig. 3a) may largely re¯ect the
error signals.
To strengthen the above conclusion quantitatively, we examined

the time courses of gross signal intensity during all sessions averaged
over two regions of interest. First, the error-related region (red and
orange in Fig. 4b) was de®ned as voxels whose signal intensity
during all the training sessions was signi®cantly and positively
correlated with the tracking error (that is, the estimated regression
coef®cient was signi®cantly larger than zero, t�5276�. 2:33,
P, 0:05 corrected). Second, the internal-model-related region
(blue and orange in Fig. 4b) was de®ned as voxels whose signal
intensity during the error-equalized session was signi®cantly and
positively correlated with the explanatory variable which takes 1 in
the test period scans and 0 in the baseline period scans, and thus
represents internal-model activity (t�874�. 2:33, P, 0:05 cor-
rected). Orange voxels were correlated with both the tracking
error and the internal model activity. The error-related region is
widely spread over the lateral cerebellum, whereas the internal
model seems to be acquired only in the restricted subregions.
The relative activity in the red and orange regions (per cent of

mean signal increase from the baseline periods, all subjects aver-
aged) decreased as the session number increased (red curve in
Fig. 4a) and was highly correlated with the tracking error (per cent
of increase from the baseline) indicated by the black curve
(r2 � 0:82 for all sessions, F�1; 5� � 22:87, P, 0:005). In contrast,
the activity in the blue and orange regions did not markedly
decrease (orange curve in Fig. 4c), and its correlation with the
error was low (r2 � 0:25, F�1; 5� � 1:68). The signal increase in the
blue and orange regions was signi®cantly larger than that in the red
and orange regions (F�1; 6� � 7:38, P, 0:05). These data indicate
that the activity in the blue and orange regions may include
components that cannot be explained solely by the error. The
cyan curve in Fig. 4c shows the subtraction of the red curve from
the orange curve, and represents the internal model activity accord-
ing to our theory. This activity increased at the initial phase of
learning and remained high even in the late learning stage where the
error was equalized (Fig. 4c, right).
The acquired internal models in these experiments are expected

to represent the altered relationship between the cursor movement
and the mouse movement (forward and/or inverse kinematics
models of the novel tool). We believe that these internal models
were stored in different regions from those for an ordinary mouse,
as no signi®cant activity was observed near the posterior superior
®ssure when the subjects used an ordinary mouse in the test periods
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signi®cantly (P , 0:05) correlated with the tracking error in the training sessions. Activity
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internal-model activity in the error-equalized session. c, Activity change in the blue and
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and solid curve indicate the tracking error increase (as in a). The red broken curve is a
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and pursued the moving target with the eyes but without hand/
mouse movements in the baseline periods (see Fig. 2d and Supple-
mentary Information). According to an electrophysiological study
in monkeys24, regions near this ®ssure receive parallel ®bre inputs
from the premotor and parietal association cortex, and are thus
suitable to represent kinematic models of tools. The bilateral
activity (see ref. 25 for related bilateral activity) may indicate that
activated regions acquire internal models for cognitive function
independent of the ipsilateral correspondence between the motor
apparatus and the cerebellum. Whereas previous neurophysiologi-
cal experiments indicated that internal models for the motor
apparatus are present in phylogenetically older parts of the cere-
bellum (such as the ventral para¯occulus, vermis and intermediate
parts)8±11, internal models of objects and tools in the external world
seem to reside in newer parts. We further speculate that the
cerebellum assists information processing in cerebral areas by
providing general internal models of extended controlled objects
in the external world such as concepts, symbols and languages. M

Methods

Task

The subjects moved a computer mouse (PocketEgg, Elecom) using the right hand while
lying in anMRI scanner. Headmovements were restrained by a bite bar. They used a tilted
mirror to view a rear-projection screen outside the scanner. A colour projector (VPH-
1272OJ LCD; Sony) controlled by a computer (PC-9821 AP2; NEC) displayed the target
and the cursor on the screen. During the tracking task, a small white square target was
presented on a dark background. The x and y components of the target path were each
sums of sinusoids whose amplitude and frequency were pseudorandomly determined. The
subjects moved a small cross-hair cursor on the screen with the mouse. The cursor
position was sampled at 60Hz. The distance between the cursor and the target at each
sampling point was accumulated over 4.4 s (tracking error).

Subjects

Ten neurologically normal subjects (20±34 years of age; ®ve females and ®ve males)
participated in the experiments. Each participant gave informed written consent. Seven of
the subjects (®ve right-handed and two left-handed26) underwent the training sessions and
the error-equalized experiment. The other three subjects (two right-handed and one left-
handed) underwent the training sessions and control experiments. In the control
experiments, we con®rmed that the activity observed in the above seven subjects could not
be attributed to differences in hand or eye movements (see Fig. 2d and Supplementary
Information).

MRI acquisition

A 1.5-TMRI scanner (MagnetomVision; Siemens) was used to obtain blood oxygen level-
dependent contrast functional images. Images weighted with the apparent transverse
relaxation time (T*2) were obtained with an echo-planar imaging sequence (repetition time
(TR) 4.4 s, echo time (TE) 66ms, ¯ip angle (FA 908, ®eld of view (FoV)
240mm3 240mm, matrix size 1283 128). We selected ten axial slices (thickness 7mm,
slice gap 0.21mm) encompassing the cerebellum. We scanned 128 functional images for
each slice during one session. Anatomical images for these slices were obtained with a T1

weighted sequence (TR 350ms, TE 6ms, FA 908, FoV 240mm3 240mm, matrix size
2563 256).

MRI analysis

Motion artefacts in all functional images were removed by using Automated Image
Registration (AIR) version 3.0 (ref. 27). We used two approaches to analyse the functional
images: a correlation analysis on a pixel-by-pixel basis28 and an analysis based on the
general linear model as implemented in SPM99b (Wellcome Department of Cognitive
Neurology). Details of the correlation analysis have been reported in ref. 29. To analyse
group data, functional images of each subject's cerebellum were stereotactically trans-
formed to a standard template in SPM, and were smoothed with a gaussian kernel 4mm
full width at half maximum (FWHM). In the activation analyses shown in Fig. 3,
condition-speci®c effects were estimated with the linear model with a boxcar wave form.
Areas of signi®cant change in brain activity were speci®ed by linear contrasts of the
condition-speci®c effects and determined using the t-statistics (SPM{t}). Results were
thresholded at t-value 2.33. In assessing the statistical signi®cance of each cluster, we
corrected for multiple comparisons based on random gaussian ®eld theory in terms of
spatial extent and/or peak height (P, 0:05). Voxel time series were temporally smoothed
with a gaussian ®lter (FWHMof 4 s). We used the effective degree of freedom adjusted for
analysis of fMRI time-series30. In the activation analyses shown in Fig. 4b, the explanatory
variable of main interest was either the tracking error or the internal model activity.

Equalization of the tracking error according to the relationship between the

error and the target velocity

The subjects performed the tracking task under various target velocities for about 15min.
The cursor position was not rotated during this task. The averaged target velocity

(21:308 s2 1) used in the training sessions was multiplied by a value ranging from 1.0 to 5.0
at intervals of 0.2. Therefore, the target moved at 21 different averaged velocities in
random order. Then, the relationship was estimated linearly by the least-squares method.
The effect of the velocity on the error was signi®cant (r2 . 0:70, F�1; 19�. 45:27,
P, 0:0001) for each subject. When the cerebellar activity was scanned, the target velocity
was increased in the baseline period using this relationship, so that the baseline error was
equal to the mean error in the preceding test period.
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