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Summary

During smooth pursuit eye movement, observers often
misperceive velocity. Pursued stimuli appear slower (Aubert-

Fleishl phenomenon [1, 2]), stationary objects appear to
move (Filehne illusion [3]), the perceived direction of moving

objects is distorted (trajectory misperception [4]), and self-
motion veers away from its true path (e.g., the slalom illusion

[5]). Each illusion demonstrates that eye speed is underesti-
mated with respect to image speed, a finding that has been

taken as evidence of early sensory signals that differ in accu-
racy [4, 6–11]. Here we present an alternative Bayesian

account, based on the idea that perceptual estimates are
increasingly influenced by prior expectations as signals

become more uncertain [12–15]. We show that the speeds
of pursued stimuli are more difficult to discriminate than

fixated stimuli. Observers are therefore less certain about
motion signals encoding the speed of pursued stimuli,

a finding we use to quantify the Aubert-Fleischl phenomenon

based on the assumption that the prior for motion is centered
on zero [16–20]. In doing so, we reveal an important property

currently overlooked by Bayesian models of motion percep-
tion. Two Bayes estimates are needed at a relatively early

stage in processing, one for pursued targets and one for
image motion.

Results

Figure 1A demonstrates a consistent finding across a number
of studies that eye velocity is often underestimated with
respect to image velocity. This finding could reflect differences
in the accuracy of underlying motion signals, especially given
that sensory information encoding eye speed is likely to be
based on motor commands [21] in the situations described
in the figure. However, differences in accuracy imply a visual
system that has failed to remove systematic errors between
early sensory signals, despite evidence that adaptation and
calibration lie at the heart of most visual function [22]. The
alternative view is that sensory evidence is unbiased (i.e.,
accurate) but can vary in uncertainty (i.e., precision). In a
Bayesian framework, the uncertain sensory evidence is com-
bined with prior expectations about particular properties of
the world [12–14]. For motion perception, a plausible prior is
that objects are largely at rest [16–20]. The prior is therefore
centered on 0, in which case perceived speed decreases as
uncertainty rises (Figure 1B). To investigate whether this idea
*Correspondence: freemant@cardiff.ac.uk
could account for the illusions described in Figure 1A, we
measured thresholds for discriminating the speed of pursued
and fixated stimuli. At the same time we also measured the
size of the Aubert-Fleischl phenomenon in order to see
whether the discrimination data could predict the underesti-
mation of eye speed.

In the main experiment, observers judged which of two stim-
ulus intervals (Figure 2A) appeared faster over a series of trials.
Fixation intervals (F) consisted of a moving stimulus and
a stationary fixation target. The stimulus moved behind a static
circular window to ensure that approximately the same region
of retina was stimulated during fixation and pursuit. Eye
pursuit intervals (E) consisted of the target, window, and stim-
ulus all moving together. The two types of interval were
combined in three different ways. Discrimination trials con-
tained F-F or E-E intervals. These two types of trial therefore
allowed us to evaluate the precision of signals accompanying
fixated and pursued stimuli, respectively. Perceived-speed
trials contained E-F or F-E intervals. Trials of this third type
allowed us to quantify the size of the Aubert-Fleischl phenom-
enon because they determined the relative difference in per-
ceived speed between fixated and pursued stimuli.

Figure 2B shows the results of the experiment (symbols)
and the model fitting (lines). Each row corresponds to one of
the five observers who took part. The discrimination data in
the left column show that thresholds were higher for pursued
stimuli, meaning that the speed of pursued stimuli was harder
to discriminate than the speed of fixated stimuli. Observers
were therefore less certain about the sensory evidence defin-
ing pursued stimuli, and so their judgments were less precise.
The poorer discrimination could have potentially been due
to the absence of relative motion, because unlike the fixa-
tion intervals, the dot pattern, target, and window all moved
together in the pursuit intervals. However, relative motion
only influences thresholds at slow speeds [23, 24], a finding
we confirmed in a control experiment reported in Figure S1
available online. We therefore conclude that the presence or
absence of eye movement is paramount in driving the differ-
ences in precision.

According to a Bayesian explanation, greater thresholds
during pursuit mean that pursued stimuli should appear slower
than fixated stimuli because of the greater influence of the
zero-motion prior (Figure 1B). Analysis of E-F and F-E trials
supported this prediction (Figure 2B, right column). For all
observers, fixated motion needed to be slowed by around
50% to achieve the perceived-speed match. Moreover, the
accuracy of eye movements during fixation or pursuit could
not explain the data (Figure 2C). The results therefore provide
excellent qualitative agreement with the requirements of a
Bayesian explanation.

Model

To determine the extent to which the discrimination data pre-
dicts the perceived-speed data, we implemented the Bayesian
model shown in Figure 3 (see Supplemental Experimental
Procedures for details). The model is designed to account
for the type of perceptual errors represented by the four illu-
sions identified in Figure 1A. It therefore recovers perceived
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Figure 1. Pursuit-Based Velocity Illusions and Bayesian Inference

(A) Summary of recent studies of the Aubert-Fleischl phenomenon, Filehne illusion, trajectory misperception, and perceived heading. The psychophysical

data have been converted into a ‘‘gain ratio,’’ which expresses the magnitude of the signals encoding eye velocity with respect to image motion [4, 6, 8, 41].

The four studies on the right directly compared pairs of illusions. Data were taken from figure 3 of [8]; figure 2 of [42]; pp. 69–70 of [4]; figures 4 and 5 of [6];

figure 3 of [41]; figure 7 of [5]; and figure 4 (and T. Haarmeier, personal communication) of [43]. Error bars correspond to 95% confidence intervals.

(B) Bayes law applied to motion perception. Perceived speed is determined by the location of the peak of the posterior probability distribution (the maximum

a posteriori estimate; short vertical lines). The posterior is the product of a likelihood function (representing sensory evidence) and a prior (representing

expectations). A plausible prior for motion perception is that objects are at rest, hence the prior is centered on 0. Noisier sensory signals are less precise

and so yield wider likelihood functions (dark curve compared to light curve). The posterior in this case therefore shifts closer to the prior (solid dark curve

compared to solid light curve).
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motion with respect to the head (as opposed to motion with
respect to the scene; see [25]). In keeping with the consistency
between illusions, the model does not differentiate between
how image motion and eye motion are arranged in time. It
therefore does not care whether the two motion types are
compared consecutively (the Aubert-Fleischl phenomenon)
or simultaneously (the Filehne illusion, trajectory mispercep-
tion, slalom illusion).

The model differs from traditional accounts of head-
centered motion perception in two important ways. First, it
treats motion measurements and motion estimates sepa-
rately. In comparison, traditional accounts assume that motion
estimates are based on sensory signals alone. Second, it
emphasizes the role of relative image motion (between back-
ground object and target) and pursuit target motion. Tradi-
tional accounts emphasize absolute retinal motion and eye
velocity. The eye movements were extremely accurate in our
experiments, so relative motion was approximately equal to
absolute image motion, and target motion was equal to eye
velocity. But not all observers do so well—for instance, pursuit
slows by around 10%–20% between 20 and 60+ years of
age [26]. The model is therefore designed to account for situ-
ations in which pursuit is inaccurate and imprecise (see
Discussion).

The model consists of a measurement stage (Figure 3,
bottom left) and an estimation stage (Figure 3, top left). The
measurement stage contains separate internal noise sources,
one for relative motion (R) and one for pursuit target motion
(T). The standard deviation of the internal noise was defined
as s(v) = avb + c (see [27, 28] and Supplemental Experimental
Procedures). The estimation stage implements separate Bayes
estimators for R and T via the same principle described earlier
in Figure 1B. The model assumes two priors, both centered on
a speed of 0. The priors represent the observer’s expectations
about target motion and relative motion. They are both based
on the assumption that objects tend to be at rest. In the
absence of reliable sensory information, the observer expects
target objects to not move and hence for there to be no relative
motion between one object (the target) and another.

The inputs to the estimation stage (the sensory measure-
ments Rm and Tm) vary over intervals and trials as a result of
internal noise. Hence, the Bayes estimates R0 and T0 vary as
well, as does their sum H0, which yields the observer’s estimate
of head-centered motion. For a two-interval task, two distribu-
tions of H0 are produced, one for each interval (Figure 3, right).
Straightforward application of signal detection theory links the
model to data. It does so by combining the two intervals into
a single ‘‘decision’’ variable. The probability of choosing one
interval over the other can then be determined. For discrimina-
tion, the two intervals consist of image motion or eye motion
(plus the small contribution of the noise term ‘‘c’’ when the
input is 0). For the perceived-speed condition, the decision
variable combines the two different types of motion. The
combination is therefore independent of temporal order, reit-
erating the fact that how the different types of motion are
arranged in time does not matter to the model.

Figure 2B shows that thresholds were approximately
constant for faster speeds when expressed as a proportion
of the standard. This is known as Weber’s law and is thought
to reflect an early nonlinearity in the coding of speed, com-
bined with fixed internal noise (i.e., noise independent of
speed) [17, 29, 30]. However, as analogous work on contrast
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Figure 2. Methods and Main Results

(A) Random dot stimuli (0.64 dots/degree2, dot diameter = 0.1�, red dots on black background) were viewed in a completely darkened room on a standard

cathode ray tube (100 Hz) from a distance of 70 cm. Fixation intervals contained a static fixation target (diameter = 0.2�) and static window (outer diameter =

10�, inner diameter = 2�). Pursuit intervals contained the stimulus, target, and window all moving together, with the start position randomly perturbed by 2�.

Motion was ramped over the first 0.25 s and continued at a constant speed for a total duration of 1.0 s. Ramped and constant motions were randomly perturbed

by 0.1 s. Discrimination trials and perceived-speed trials were randomly interleaved in the same session. Psychometric functions were obtained via a method

of constant stimuli.Cumulative Gaussians were fit to data via maximum likelihood estimation: discrimination thresholds were definedas the standard deviation

of the Gaussian, and perceived speed was defined as its mean (point of subjective equality [PSE] for matching fixated tests to pursued standards).

(B) Results forfiveobservers.Thresholdsandperceived speeds are reported asa fraction of the standard speed. Pursued stimuli were less easy todiscriminate

than fixated stimuli (left column, open symbols versus closed symbols). Perceived speed slowed during pursuit (right column). Lines show thresholds and

PSEs determined by a Bayesian model fit to the raw psychometric data (i.e., they were not fit to the thresholds and PSEs shown in the figure; see [17] for similar

strategy). Error bars are 95% confidence intervals, obtained via a bootstrapping technique.

(C) Eye movements for fixation intervals (top) and pursuit intervals (bottom). Open bars correspond to discrimination trials, and closed bars correspond to

perceived-speed trials. Eye movements were measured with an Eyelink 1000 eye tracker, sampling at 1000 Hz. Trials containing saccades (w6%) were dis-

carded from eye movement analysis.
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discrimination has shown [31, 32], similar results can be
obtained if an early nonlinearity is combined with variable
noise, a point we confirmed in earlier implementations of our
model. Our data also show that Weber’s law breaks down at
slow speeds, a finding well known for image-motion process-
ing [33] and one that our results now extend to pursued stimuli.
To account for this latter behavior, the early nonlinearity can be
augmented in a number of ways (see [17] for an example).
However, from a Bayesian perspective, it turns out that early
nonlinearities may not be necessary. Using a combination of
variable internal noise and a zero-motion prior, we were able
to reproduce the thresholds we found very well, as can be
seen by comparing the model and data in Figure 2B. Indeed,
invoking early nonlinearities presents problems for Bayesian
accounts of head-centered motion perception. If different
nonlinearities for R and T were used, the Bayes estimation
stage is unnecessary—changes in velocity estimates would
be captured by differences in signal accuracy that result
from the separate nonlinearities at the measurement stage
(see [6, 8] for demonstration). The alternative is to enforce
identical nonlinearities. But this is unlikely, given that the
measurements of image motion and eye velocity are based
on different types of motion signal.

The second way in which the model differs from previous
Bayesian accounts of motion perception is the use of two
estimators based on separate likelihoods for R and T. An alter-
native is to sum signals at the measurement stage and so
yield a single head-centered likelihood. However, this could
never produce a Filehne illusion, assuming that the signals
are unbiased. When smooth pursuit is made over a stationary
background, observers typically report that the background
appears to move against the eye movement. In this situation,
pursuit produces equal and opposite motion in the image
(Figure 4A). Hence, the sum of unbiased measurements of
eye motion (Tm) and image motion (Rm) must be centered on
0. Importantly, the sum defines the location of the putative
head-centered likelihood. Given that the prior is also centered
on 0, the posterior distribution defining the observer’s esti-
mate must be, too, so no Filehne illusion can result. Similar
reasoning shows why trajectory misperception cannot occur
(Figure 4B). Of course, one way to fix this alternative Bayesian
account is to introduce biases into the initial sensory
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Figure 3. Schematic of the Bayesian Model

Measurement stage: separate sources of internal

noise are added to unbiased measurements

(sensory signals) of relative motion (Rm) or pur-

suit-target motion (Tm). The noise varies as a func-

tion of speed and sets the spread of likelihoods.

Estimation stage: R0 and T0 are the estimated

speeds obtained by multiplying the prior with

the likelihood. Their sum yields an estimate of

head-centered motion (right). Signal detection

theory is used to map the output of the model

(e.g., for a two-interval task) onto behavioral

performance (i.e., psychometric function).
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measurements. But as discussed above, this eliminates the
need for a Bayes estimation stage. We conclude that in order
to account for pursuit-based velocity illusions, two Bayes esti-
mates are needed, one for R and one for T.

For modeling purposes, we assumed that the two priors
had the same standard deviation, a justifiable assumption given
that both depend on the idea that objects tend to be at rest.
The estimation stage therefore consisted of a single parameter
(the standard deviation of the prior), whereas the measurement
stage consisted of six (one set each of three internal noise
parameters for R and T). The seven-parameter model was fit
simultaneously to all ten psychometric functions of each
observer via a maximum-likelihood technique. The lines in Fig-
ure 2B show the model’s discrimination thresholds and per-
ceived speeds. The model predicts the data extremely well.
TmRm
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prior

prior

likelihood

likelihood
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B
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Obj.
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Object

posterior
Allowing the priors to have different stan-
dard deviations would not substantially
improve the fit.

Discussion

The new Bayesian model of head-cen-
tered motion perception presented here
is able to explain a range of pursuit-
based velocity illusions. The model is based on the idea that
sensory signals encoding the speed of eye motion and image
motion differ in precision, not accuracy. The model raises
a number of issues that need to be considered when applying
Bayes theory to motion perception. First, the model empha-
sizes the role of pursuit-target motion and relative motion, in
part because this formulation guarantees that the priors are
properties of the world. Second, the Bayes estimates must
be made before information about eye motion and image
motion is combined, otherwise no illusions can result. Third,
separate Bayes estimates for relative motion and pursuit-
target motion are required to explain these illusions. Finally,
the combination of unbiased signals, variable internal noise,
and a prior centered on zero is sufficient to predict the discrim-
ination performance we found.
Figure 4. Unbiased Sensory Measurements

Cannot Lead to Pursuit-Based Velocity Illusions

(A) No Filehne illusion could result if sensory

measurements were biased because pursuit

over a stationary background produces relative

motion that is equal and opposite to the eye

movement. The unbiased sensory signals Rm

and Tm must therefore be equal and opposite,

too. Their sum defines the location of the putative

head-centered likelihood and is centered on 0.

Given that the prior is centered on 0, too, the

posterior (not shown) must be situated there

as well. Stationary objects would always appear

stationary.

(B) Using similar reasoning, no misperception of

trajectory could result because the putative

head-centered likelihood is located in the true

direction. In this example, pursuit to a target T is

made over a vertically moving object. This pro-

duces relative motion that is oblique. The sum of

unbiased measurements of R and T defines the

location of putative head-centered likelihood

and lies in the correct direction (upward, black

vertical line). If the prior is centered at 0, the

posterior can only ever be located in the correct

direction (vertical for this example), at a speed

dependent on the spread of the likelihood.
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The Aubert-Fleischl phenomenon is known to decline as the
contrast of fixated stimuli is lowered [34]. Because contrast
does not affect the perceived speed of pursued stimuli, the
change to the Aubert-Fleischl phenomenon must be driven
solely by the lower estimates of image motion brought about
by decreasing contrast. This effect is easy to capture in the
model because manipulating contrast is one way of influ-
encing the precision of image motion measurements—indeed,
the effect of contrast provides the bulk of the evidence sup-
porting Bayesian models of motion perception [17, 19, 20]
(although see [35] for evidence that the relationship between
perceived speed and contrast may be more complex than
often described; see also [36]). At present it is unknown
whether contrast influences the Filehne illusion, trajectory
misperception, or slalom illusion in a similar way. It may be
that variations in stimulus dimensions like contrast help
explain why the degree of underestimation of eye speed varies
across the studies shown in Figure 1A.

Unlike traditional accounts of head-centered motion per-
ception, our new model emphasizes the role of relative motion
and pursuit-target motion. There are good empirical reasons
for doing so. Recent evidence suggests that relative motion
overrides the use of absolute retinal motion during pursuit,
even when trial-by-trial feedback is given on the latter [37].
Relative motion therefore appears paramount for these
types of motion judgment. The use of pursuit-target motion
may stem from the fact that pursuit eye movements are not
always accurate and also vary over time [26, 38]. Hence, esti-
mating target motion solely on the basis of extraretinal eye
velocity information [21] would be subject to the same inaccur-
acies and temporal variability. These are easily offset by
adding localized image motion information related to the
movement of the pursuit in the image (retinal slip), an idea sup-
ported by the recent finding that discriminating the motion of
pursued targets is best predicted by the combination of retinal
slip and eye velocity [39] (see also evidence of cells in the
medial superior temporal area that respond to eye velocity
and retinal slip [40]). Indeed, the combination of slip and
eye velocity may explain why the sensory measurement of
pursuit-target motion is less precise than corresponding
measures of relative motion. By summing eye velocity informa-
tion with retinal slip, the internal noise related to pursuit-target
motion originates from two disparate sources. The internal
noise related to relative motion, however, derives from a single
source, namely the retinal image. On many occasions, this
single noise source can be reduced further by integrating
over larger areas.
Supplemental Information

Supplemental Information includes Supplemental Experimental Proce-

dures, three figures, and one table and can be found with this article online

at doi:10.1016/j.cub.2010.02.059.
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Figure S1. 
Results of a control experiment showing that the presence or absence of relative motion is not 
the reason why pursued stimuli in the main experiment appeared slower than fixated stimuli. 
Different symbol shapes correspond to different observers. See text for details. 
 
 
 



 

 

 
Figure S2. 
Representative observer’s raw psychometric data with associated model fit (red lines). The 
model has 7 parameters and these were fit simultaneously across all 10 graphs (see text for 
details). First two columns correspond to discrimination trials and third column perceived-speed 
trials. Black curves show standard psychometric functions fit to individual panels. In most cases 
these are hidden by the model curves. 
 
 
 
 
 
Table S1. Best-Fitting Parameter Values for Each of 5 Observers 

 Internal noise Prior 
Observer Relative motion (R) Pursuit target motion (T)  

 a b c a b c σ 
o1 0.14635 0.31107 0.13808 0.04384 0.57662 0.40757 0.01186 
o2 0.10223 0.34886 0.05690 0.13364 0.30253 0.08618 0.00432 
o3 0.36452 0.08794 0.20993 0.31443 0.06663 0.48642 0.06553 
o4 0.10415 0.53404 0.17715 0.06329 0.56682 0.40804 0.02205 
o5 0.12062 0.22516 0.06325 0.20534 0.19806 0.00460 0.01451 



 

 

Supplemental Results 
 
Control Experiment 
 
To investigate the influence of relative motion in the results of our main experiment, we 
compared discrimination and perceived speed for two types of fixation interval shown in Figure 
S1A. One contained relative motion as before and one contained no relative motion. The results 
in Figure S1B (closed symbols) showed that the ability to discriminate the speed in the two 
fixation intervals was the same: the threshold ratio clusters around 1. In fact, this turns out to be a 
particularly strong test of Bayesian accounts of motion perception, because the absence of a 
discrimination difference should lead to equal perceived speeds. Again, the closed symbols show 
that the perceived speed ratio for these two intervals was also close to 1. 
 
To achieve fixation without relative motion, we reduced interval duration to 0.25s. This 
prevented any significant pursuit eye movement, while simultaneously allowing the presentation 
of moving stimuli without any stationary references (such as a stationary fixation point and static 
window). The comparison fixation intervals, those that contained relative motion, had a similarly 
short duration. Unfortunately, displaying stimuli this briefly meant that short fixation intervals 
could not be compared to short pursuit intervals – for the same reason that short durations 
prevent eye movements during fixation, they also prevent pursuit. The closest comparison 
possible was to repeat the equivalent long-duration conditions of the experiment in the main 
paper. In doing so, we replicated our original finding (open symbols). 
 
Supplemental Experimental Procedures 
 
Derivation of Model 
 
In the main paper, two velocities (relative motion R and pursuit target motion T) serve as input to 
the Bayesian model. Here we formalise the model by considering first how a generic velocity 
( v ) is estimated by the Bayesian observer. We then show how this generic estimate is used to 
estimate head-centred motion, that is, the sum of separate Bayes estimates of R and T. Finally we 
show how the collection of estimates maps on to behavioural data (ie. a psychometric function). 
 
Measurement Stage 
 
Velocity v is measured by an unbiased sensory signal with a mean of v. The signal is corrupted 
by Gaussian internal noise with a mean of 0 and standard deviation given by: 

 
( ) ca b += vvintσ        (1) 

 
The nonlinear portion of this equation is similar to that used previously to describe the response 
variance of cortical cells. Britten et al (1993) investigated the response of cells in motion area 
MT and found their variance proportional to the mean (i.e. Poisson noise). Hence standard 
deviation varies as the square-root (i.e. b=0.5 – see also Dakin et al, 2005). In our model fits we 
found values for b in reasonable agreement (mean = 0.32: see Table S1). Equation (1) also 
defines a parameter ‘c’ that represents the internal noise when v=0. 



 

 

 
Estimation Stage 
 
Internal noise makes the sensory signal vary from trial to trial. Bayes law allows the observer to 
draw sensible inferences about the probable state of the world (e.g. the degree of relative motion 
or pursuit target motion). Uncertain sensory evidence is combined with prior expectations to 
yield a posterior probability equal to a likelihood function multiplied by the prior (divided by a 
normalisation factor). The likelihood defines (in part) the variability of the sensory evidence. The 
location of the peak of the posterior is typically taken as the perceptual estimate (the MAP 
estimate). Using the symbol ‘~’ to denote ‘is distributed as’, then assuming that the prior P 
~ ),( 2

PPN σμ and the likelihood L ~ ( ) ),( 2
LL vN σμ , it can be shown that the posterior S is also 

normally distributed with mean )(vSμ and variance )(2 vSσ  (see Ma et al, 2006): 
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Note that for an unbiased estimator, ( ) vvL =μ . We assume that stochastic internal noise is the 
only reason that perceived speed varies across intervals and trials. Each time the observer 
estimates velocity v , the mean of the likelihood in Equation (2) is therefore shifted by the 
internal noise of the measurement (Stocker & Simoncelli, 2006). Consequently we assume that 
the mean of the likelihood is actually a random variable )(vLμ′ corrupted by Gaussian noise n 
~ ))(,0( 2

int vσN . In other words: 
 

)(vLμ′ ~ ))(),(( 2
int vv σμLN      (4) 

 
Note that in general, the standard deviation of the likelihood )(vLσ  incorporates both internal 
noise and external uncertainty. The latter term corresponds to factors such as ambiguities over 
the projection of three dimensions to two. In the model fits we assumed there was no external 
uncertainty (ie. 0=extσ ) but, for completeness, we derive the model with external uncertainty 
included: 

 
( ) ( ) 22

int
2

extL σσσ += vv        (5) 
 
Speed discrimination is determined by the way the mean of the posterior Sμ changes across 
intervals and trials. More formally, due to its dependence on )(vLμ′ , the mean of the posterior is 
the random variable Sμ′  defined by: 
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Consequently, the individual MAP estimates form their own probability distribution. Crucially, 
we can derive the mean and variance of this probability distribution as follows. We first note that 
Stocker & Simoncelli (2006) reverse engineered the motion prior from psychophysical data and 
provided good support for the assumption that it has a mean of zero. Setting pμ to zero in 
Equation (6) we obtain: 

 

( ) ( )
( )v

vv 22

2

LP

PL
S σσ

σμ
μ

+
′

=′       (7) 

 
Next we make use of standard results from mathematical statistics. For a random variable X and 
scalar r, the expected value and variance of the random variable rX are given by: 
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Since Equation (7) tells us that )(vSμ′  is a linear function of the random variable )(vLμ′  of which 
we know the mean and variance (see Equation (4)), we use the above results and substitute 
Equation (5) to obtain: 
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Estimating Head-Centred Motion 
 
Head-centred motion is the sum of eye velocity and retinal motion or, equivalently, pursuit target 
motion (T) and relative motion (R). Arguments in favour of the latter are presented in the main 
paper, but note this only becomes an important issue when eye movements and/or fixation are 
inaccurate. The Bayesian observer modelled here therefore estimates head-centred motion by 
adding separate estimates of T and R with means and standard deviations defined by Equations 
(8) and (9). Recall that for an unbiased estimator, ( ) vvL =μ . In this case, the posterior for head-
centred motion (H) has a mean and variance: 
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where ( )T2

intσ  and ( )R2
intσ and are the internal noises associated with T and R, respectively. They 

are defined by two different sets of values for a, b, c (see Equation (1)). 
 
Linking Model to Psychometric Function 
 
Using standard signal detection theory, performance in a two interval task is governed by: 
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where ( )11 R,T and ( )22 R,T  are the velocities in the two intervals. Note that in our experiments, 

0R i = in pursuit intervals and 0Ti =  in fixation intervals. Hence the expectation ( )]R,T[ HE μ′  
includes one likelihood only. However, this is not the case for the associated variances because 
Equation (1) defines a constant ‘c’ corresponding to the noise at 0R i = or 0Ti = . The variance 
of each interval therefore combines internal noise from both R and T estimates. 
 
For a range of velocities 1v (the ‘test’) about 2v  (the ‘standard’), the probability of choosing one 
interval over the other is determined by: 

 
( )2/'dP Φ=        (13) 

 
where Φ  denotes the cumulative distribution function of the standard normal distribution. In the 
model fitting we included a lapse rate parameter g  as suggested by Wichman & Hill (2001). The 
lapse rate captures those instances when the observer overlooks one or other interval and is 
forced to guess: 

 
gPgPg 5.0)1( +−=        (14) 

 
The parameter g was fixed for all observers at 0.02. 
 
Model Fitting 
 
The model was implemented in MatLab (Mathworks Inc.) using their simplex search utility 
fminsearch. Figure S2 shows the raw data (symbols) for one observer, together with model’s 
psychometric functions (thick red lines) as well as the fitted psychometric functions (thin black 
lines) that summarise observer thresholds and perceived speeds in main paper (symbols in Figure 
3B of main text). The thin black lines are mostly hidden by the fitted model. There are four 



 

 

standard speeds for fixation discrimination (left column), three standards for pursuit 
discrimination (middle) and three standards for perceived-speed (right). Best-fitting values for 
the model’s parameters are given in Table S1. The model consists of seven parameters: three 
internal noise parameters for R and three for T as defined by Equation (1), together with one 
standard deviation for the prior. Maximum likelihood estimation was used to fit the seven 
parameters simultaneously across all 10 graphs. This was done separately for each observer. 
Model thresholds and PSEs were obtained using spline interpolation. Because the psychometric 
functions for the model are not symmetric about the PSE, thresholds were defined as 0.5[v(0.84)-
v(0.16)], where v(P) is the test speed interpolated at the probability P. The asymmetry arises in 
part because of the use variable internal noise defined in Equation (1). 
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