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Abstract

Neuroimaging techniques can be used not only to identify the neural substrates of attention, but also to test cognitive theories
of attention. Here we consider four classic questions in the psychology of visual attention: (i) Are some ‘special’ classes of stimuli
(e.g. faces) immune to attentional modulation?; (ii) What are the information units on which attention operates?; (iii) How early
in stimulus processing are attentional effects observed?; and (iv) Are common mechanisms involved in different modes of
attentional selection (e.g. spatial and non-spatial selection)? We describe studies from our laboratory that illustrate the ways in
which fMRI and MEG can provide key evidence in answering these questions. A central methodological theme in many of our
fMRI studies is the use of analyses in which the activity in certain functionally-defined regions of interest (ROIs) is used to test
specific cognitive hypotheses. An analogous sensor-of-interest (SOI) approach is applied to MEG. Our results include: evidence
for the modulation of face representations by attention; confirmation of the independent contributions of object-based and
location-based selection; evidence for modulation of face representations by non-spatial selection within the first 170 ms of
processing; and implication of the intraparietal sulcus in functions general to spatial and non-spatial visual selection. © 2001

Elsevier Science Ltd. All rights reserved.
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1. Introduction

Without attention, the contents of our awareness
would be strictly determined by the stimuli impinging
on our senses. With attention, we can select which
stimuli will be analyzed in detail and will be allowed to
guide our behavior, making us active participants in the
construction of our own perceptual experience. Efforts
to understand attention have recruited every method in
the toolbox of cognitive neuroscience. This enterprise
has led to a wealth of new insights into questions that
have been at the heart of attention research since the
1950s and 1960s. In this chapter we review recent work
from our laboratory using fMRI and MEG to address
four key issues concerning visual selective attention.

* Corresponding author. Tel.: + 44-1248-382-159; fax: + 44-1248-
382-599.
E-mail address: p.downing@bangor.ac.uk (P. Downing).

1.1. Four questions about visual attention

The earliest research in selective attention asked how
processing of a stimulus was affected by directing atten-
tion toward that stimulus versus away from it. For
example, when subjects listen to a message played into
one ear while an ignored message is played simulta-
neously into the other ear, what kinds of representa-
tions are extracted from the ignored message [11]? We
discuss here fMRI and MEG studies that address an
analogous question for the case of vision. These tech-
niques allow direct measurement of the neural process-
ing of a specific visual stimulus as a function of whether
that stimulus is attended or not. We focus in particular
on how attention modulates the processing of faces.
Faces are at the heart of our investigations for two
reasons. First, recent work in fMRI, ERP, and MEG
(discussed below) provides sensitive and selective mea-
sures of face processing in humans, making them ideal
from a methodological standpoint. And second, owing
to their high familiarity, relevance, and likely evolution-
ary import, faces may represent a special class of stim-
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uli for humans, perhaps with priority over the guidance
of attention [32,55,84,85].

Our second question concerns the information units
that attention operates on. Most early theories
[31,49,68,69,79] emphasized spatial location as the
medium of attention. According to these models, atten-
tion selects locations, resulting in the enhancement of
all the information occupying the attended location
relative to information occupying unattended locations.
However, more recent evidence has demonstrated that
the organization of spatial information into perceptual
groups, or objects, also strongly influences the alloca-
tion of attention [24,42]. While some of the earlier work
on location- and object-based attention regarded them
as mutually-exclusive alternatives, most current theories
of attention (e.g. [21,80]) can accomodate the predic-
tions of both. We review two fMRI studies that sepa-
rately examine location- and object-based selection,
confirming the key predictions of each. These results
lend additional support to the idea that both mecha-
nisms of selection must co-exist, and suggest ap-
proaches for further research into how they interact.

Third, attentional modulation of a stimulus could in
principle take place at any stage in visual processing;
how early does it actually occur when the stimuli are
faces? While this question has been addressed in the
domain of spatial selection using ERP [27], we briefly
describe an MEG experiment demonstrating relatively
early (e.g. at a latency of 170 ms) modulation of face
processing that can not be due to spatial orienting.

Finally, a distinction can be made between atten-
tional mechanisms that operate on spatially distributed
stimuli, and nonspatial mechanisms that operate on
temporally-distributed stimuli [18,56,76]. The final
study we review [88] asks whether the control of spatial
and non-spatial attention invoke common cortical
structures, and by implication common cognitive
mechanisms.

1.2. Application of neuroimaging techniques to theories
of attention

Many researchers have emphasized the capabilities of
fMRI and ERP/MEG to measure the neural correlates
of cognitive function with high spatial and temporal
precision, respectively. However, there is less agreement
on the question of whether these neuroimaging tech-
niques can provide decisive tests of psychological theo-
ries. We argue here that they can, and we use recent
studies from our lab to illustrate our approach to this
problem (see also [10,14,16,28,36,47,48,54,73—75]).

Our studies generally proceed in two steps. First, we
capitalize on the spatial and temporal resolution of
fMRI and MEG to isolate and characterize neural
markers of stimulus- or task-specific processes. In the
second step, these neural markers are then used as

dependent measures, to test cognitive hypotheses about
selective attention. More specifically, several of the
fMRI studies reviewed here make use of two cortical
regions of interest (ROIs) identified from previous
fMRI research: the fusiform face area (FFA), which
responds  selectively to faces [43], and the
parahippocampal place area (PPA), which responds
selectively to places and houses [29,30]. Activity in each
of these regions is used as a neural marker of process-
ing of its preferred stimuli. The precise characterization
of the computations carried out in each of these regions
is not yet clear, and remains an active area of ongoing
research and debate [44,46,78]. However, the selectivity
of each region for its ‘preferred stimulus’ (faces for the
FFA, and places or houses for the PPA) has been
replicated in many laboratories [1,39,58] and is not in
dispute. For the present purposes of using the activity
in each of these regions as a marker for the processing
of a specific stimulus, the selectivity of the response in
each region is sufficient. It is unlikely that the ultimate
understanding of the functions of these regions will
alter the conclusions about visual attention that we
draw from the studies described here.

Previous studies have identified a component of the
ERP response that occurs at a latency of 170 ms over
occipitotemporal areas (the ‘N170’), showing a substan-
tially greater response amplitude to visually presented
faces than to objects from other categories
[2,3,7,40,59,72]. An apparently analogous response
component has also been observed with MEG [34,51]
that is similarly selective for faces and that occurs at the
same latency (the ‘M170’). Like the response of the
FFA as measured with fMRI, the M170 response gen-
eralizes to a variety of face stimuli including profile
faces, animal faces, and line drawings of faces, but not
to control stimuli such as houses and other objects [51]
(see Fig. 1). Indeed, Halgren et al. [34] have suggested
that the two measures derive from the same neural
source. Whether or not this turns out to be true, the
selectivity and timecourse of the M170 complement the
FFA as a measure of face-selective processing. While
fMRI responses presumably reflect the sum of process-
ing at all latencies, the M170 reflects processing that
occurs at or before this relatively short latency.

We discuss here an MEG ‘sensor-of-interest” (SOI)
approach that is analogous to the fMRI region of
interest approach described above. We conduct an ini-
tial ‘localizer’ test in each subject to find the individual
sensors in each hemisphere that show the strongest face
selectivity over occipitotemporal sites (typically T5/T6
on the 10—-20 ERP system). The amplitude and latency
of the M170 at these sensors of interest are then used as
the dependent measures to test for attentional modula-
tion of face processing.

In the studies described below, ROIs (or SOIs in the
case of MEG) are defined individually in each subject,
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in an independent series of scans as described in previ- increased processing of the preferred stimulus (for that
ous reports [29,51,66]. Subjects are then tested on fur- ROI/SOI). We show below how this careful characteri-
ther scans in which the preferred and non-preferred zation of the response properties of a cortical region (or
stimuli for these ROIs/SOIs are presented while atten- an MEG response), combined with behavioral manipu-
tion is manipulated with task instructions. An increased lations of attention, can provide powerful tests of psy-
response in a given ROI/SOI is taken as an indicator of chological hypotheses.
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Fig. 1. The M170 response, averaged across subjects, to a variety of stimulus types. Top: The M170 appears specifically to reflect face processing,
rather than a more general process such as subordinate-level categorization, or processing of anything animate. Bottom: The M170 response
generalizes across faces that vary in species, image format, and viewpoint [52].
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2. Examples of recent neuroimaging studies of attention

Next we present four studies from our lab that
address the questions outlined above. Our purpose is
not to provide a comprehensive review of the growing
literature in this area, but simply to illustrate some of
the ways in which we have used neuroimaging to
answer cognitive questions about attention.

2.1. Fate of unattended stimuli

In most real-world visual scenes, multiple objects are
in view at any one time. When a subset of these objects
is selectively attended, our awareness of the remaining
stimuli is reduced. But what exactly has happened to
the representations of the unattended items? Neu-
roimaging techniques are particularly useful in measur-
ing the cortical response to ignored stimuli. Behavioral
approaches to this question typically rely on some kind
of overt response to unattended stimuli [e.g. [83]], nec-
essarily drawing some attention to them [see [26] for
discussion]. In contrast, neuroimaging studies can mea-
sure the neural response to truly irrelevant stimuli
without affecting the subjects’ deployment of attention,
a fact ERP studies have capitalized on for decades
[35,36,54].

Wojciulik et al. [87] asked whether processing of
faces can be modulated by selective attention. It has
been argued that faces are processed by a specialized
neural system separate from that involved in other
forms of object recognition. On some accounts this
specialized module might be expected to be engaged by
faces obligatorily, regardless of their current relevance
(e.g. [32]). Wojciulik et al. [87] tested this hypothesis by
comparing the responses of the FFA to faces when they
were task-relevant to when they were task-irrelevant,
while holding the retinal stimulus constant. Subjects
were shown a series of displays containing two faces
and two houses arranged in the manner shown in Fig.
2. On some presentations the two houses were identical,
and on others the two faces were identical. In separate
blocks, subjects attended to the faces or houses and
made a same-different judgment on them, ignoring the
irrelevant stimuli. If faces are processed to the same
extent regardless of how the subject allocates attention,
then FFA activity evoked by the compound stimulus
should be equal in the attend-face and attend-house
conditions. In contrast to this prediction, Wojciulik et
al. [87] found instead that FFA activity was signifi-
cantly higher in attend-face blocks compared to attend-
house blocks.

This study serves two purposes for the present discus-
sion. First, like other studies using single-unit neuro-
physiology [53,60,61], ERPs [27,36,54], and brain
imaging [5,14,65,73], it demonstrates the effects of at-
tention on the internal representation (or processing) of

Fig. 2. Illustration of stimuli from Ref. [87]. In separate blocks,
subjects performed a matching task on either faces or houses.

a stimulus. When faces were task-irrelevant, their pro-
cessing, as revealed by activity in the face-specific FFA,
was reduced compared to when they were attended.
Second, activation in the FFA was not uniformly high
whenever a face was present, but rather depended on
attention. Although evidence has accumulated for the
unique status of faces in visual recognition, faces are
evidently not so special as to be immune to the effects
of attention (c.f. [84]).

The attentional modulation observed in Wojciulik et
al. [87] can be explained in at least two ways, corre-
sponding to two kinds of attentional selection. First,
subjects might have used ‘feature-based’ selection to
activate representations of the visual features present in
faces (or houses) (c.f. [82]). A second possibility is that
attention was allocated instead to the spatial locations
in which the perceptually-relevant information was pre-
sented. In Wojciulik et al.’s [87] experiment, the faces
were in the same position for an entire block, and
switched positions with the houses only between blocks.
As a result, by attending to either a horizontal or
vertical region of space surrounding fixation, subjects
could restrict attention to encompass face information
or house information exclusively. Thus while the Woj-
ciulik et al. [87] study demonstrates modulation of
representations by attention, it does not determine the
units of information on which attention operates. The
following studies were intended to directly address this
issue.

2.2. Units of selective attention

The psychological literature on attention has distin-
guished between location-based, feature-based, and ob-
ject-based forms of selection. While at times they are
cast as mutually-exclusive alternatives, current theories
of attention can accomodate all three. For example,
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Desimone and Duncan’s biased-competition model [21],
which emphasizes whole objects as the units of selec-
tion, suggests that increased activation of a visual fea-
ture will tend to provide a competitive bias to objects
sharing that feature over those that do not, a form of
feature-based selection. Similarly, Treisman’s updated
version of feature integration theory [80], while it em-
phasizes the special role of location, includes feature-
specific inhibition across the visual array, as well as
selection of inputs specified by the contents of an object
file [41].

Can these three components of attention be studied
independently? Each kind of selection will have differ-
ent consequences for the kinds of irrelevant information
that will tend to be selected as a result of attending to
relevant information. Here we focus on the contrast
between location- and object-based selection. Location-
based attention will tend to select both relevant and
irrelevant stimuli at the attended location. On a strict
interpretation of this idea, the grouping of stimuli into
objects should not influence the allocation of attention.
In contrast, however, more recent evidence (e.g.
[4,23,24,42]) has illustrated the importance of percep-
tual groups, and particularly whole objects, in guiding
selection. A critical implication of this idea is that
attention to one part or attribute of an object will entail
selection of the whole object, relative to other objects in
the scene [20,25,86].

We have conducted fMRI experiments to test these
predictions of both object- and location-based selection.
Our goal was to create stimuli and tasks that distin-
guish these mechanisms by their differing consequences
for the processing of task-irrelevant information. As in
Wojciulik et al. [87], each experiment used stimulus-se-
lective regions of visual cortex as a measure of atten-
tional modulation.

2.2.1. Object-based attention

O’Craven et al. [66] tested for the following predicted
consequence of object-based attention: attending to one
attribute of an object should enhance processing of the
other attributes of that object, compared to attributes
of irrelevant objects (even those appearing at the at-
tended location). To distinguish the effects of object-
based selection from location- and feature-based
selection, stimuli were created with two objects trans-
parently overlapping at the same location (see Fig. 3).
One of the two objects in each display had a second
visual attribute, namely low-amplitude oscillating
motion.

Location-based attention would not efficiently select
just one of the two objects in this figure; attention to
the face, for example, would entail selection of the
house as well, because both appear in the same loca-
tion. Feature-based selection would allow enhancement
of one of the three dimensions (e.g. face, house, or

motion) present in the stimulus, relative to the other
two. For object-based selection alone, however, atten-
tion directed to one of the stimulus dimensions (e.g. the
motion) should lead to selection of that entire object,
including its irrelevant dimension (e.g. the face) but not
the other object at the same location (e.g. the house).

These predictions were tested by measuring activity
in the FFA (which responds more strongly to faces
than houses), and the PPA (which responds more
strongly to houses than faces). Importantly, the houses
and faces themselves were never task-relevant. In differ-
ent scans, subjects’ attention was directed either to the
direction of motion of the moving stimulus, or to the
position of the static item, which was displaced slightly
off of fixation in one of four directions. In a mixed,
event-related design, half of the time the attended item
was a face and the ignored item a house, and half of the
time this arrangement was reversed. As a result, sub-
jects could not use the task-irrelevant dimension (the
face or house), to predict anything about the task-rele-
vant dimension, and thus had no motivation to attend
to it.

The results of this study (see Fig. 4) showed that
when subjects attended to motion, the response was
higher in the PPA when it was the house that moved
compared to when the face moved; the opposite pattern
was found in the FFA. In a significant triple interac-
tion, each of these findings for both the FFA and PPA
reversed when subjects directed their attention instead

Fig. 3. Illustration of stimuli from Ref. [66]. On each trial, either the
house or the face oscillated slightly along one axis, transparently,
while the other remained stationary. Subjects attended to either the
direction of motion or to the position (relative to fixation) of the
stationary item.
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Fig. 4. Means of the peaks of grand-averaged event-related fMRI
responses in the FFA and PPA, from Ref. [66]. Error bars reflect the
standard error of the mean after correcting for between-subject
variance. In both areas, the response was greater when attention was
directed to another feature (location or motion) of the preferred
stimulus for that area, compared to the non-preferred stimulus. The
three-way interaction of brain area (FFA or PPA), moving stimulus
(face or house), and attended dimension (motion or location) was
significant, P < 0.05.

to the position of the non-moving item. Thus the
task-irrelevant features in each display received more
attention when they were associated with the attended
object, compared to an ignored object at the same
location, implicating object-based selection uniquely.

How is it possible for the features of two objects
transparently occupying the same location to be segre-
gated? It may be that a high-level representation of the
to-be-attended dimension feeds back to lower-level sys-
tems, highlighting those features consistent with the
target object [50]. In the case of transparency, parts of
the compound image will be relatively dominated by
one object or the other, while other parts will be an
inextricable blend of the two. Top-down guidance of
attention by an existing object representation would
allow selection and grouping of the unambiguous fea-
tures. Because of the fine spatial scale on which features
are interleaved in transparent figures, it seems likely

that only early visual areas such as V1, where neurons
have small receptive fields, would have sufficient resolu-
tion to accomplish this task. On this account, spatial
location necessarily plays a role in selection, but the
guidance of attention is accomplished by an object
representation. It remains a puzzle for any model of
attention to describe in detail the mechanisms that solve
the binding problems [8,9,81] revealed in displays like
the one used here.

2.2.2. Location-based attention

O’Craven et al.’s [66] study was designed specifically
to isolate the contributions of object-based selection.
An analogous test for location-based effects would
require measuring the response to an unattended stimu-
lus as a function of whether it is at the location of an
attended item, compared to when it is far from the
attended item [12,13,37]. Here we report a new experi-
ment [22] that met this criterion, and additionally ruled
out possible contributions of object- and feature-based
selection.

Attention was drawn to one of two locations with a
task of reporting the orientation of one oval of a given
color while ignoring an oval of a different color at
another location (see Fig. 5). Each of the colored ovals
(one to the left of fixation and one to the right) was
superimposed on a task-irrelevant face or house. Loca-
tion-based selection should lead to enhancement of the
task-irrelevant face or house stimulus presented at the
attended location, compared to when the same stimulus
appears at the unattended location. To test this predic-
tion we used the fMRI response in the FFA and PPA
as a measure of the processing of the face and house
stimuli.

Five subjects (three naive, two authors [NK and PD])
participated in the experiment. In a mixed, event-re-
lated design, subjects were presented with displays like
those illustrated in Fig. 5. On each trial, one red and
one green oval were presented flanking a fixation point.
Each colored oval appeared equally often to the left
and right of fixation. On each trial, an irrelevant stimu-
lus, either a face or a house, was also presented at the
location of each oval. These stimuli were either both
faces (1/4 of trials), both houses (1/4 of trials), or one
of each (1/2 of trials). For trials in which a face and a
house were both presented, each stimulus type ap-
peared equally often at the same location as the red or
green oval. On each trial, each oval was randomly
determined to be either vertical or horizontal.

Within each session for each subject, separate scans
were collected to identify the FFA and PPA as reported
previously [29,43]. Each subject was then run on four
scans of the attentional experiment. In two of the scans,
subjects attended to and reported the orientation of the
green ovals, and in the other two scans they reported
on the red ovals. Each scan consisted of 162 trials.
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There were 18 fixation-only baseline trials, and 18 trials
in each of eight conditions formed by crossing the
arrangement of the colored ovals (green on left or right)
with the types of irrelevant stimuli (two faces, two
houses, a house on the left with a face on the right, or
a face on the left with a house on the right). The
ordering of trials was random, with the constraint that
trials from each condition (including baseline) were
immediately preceded equally often by trials from every
condition. A different trial sequence was used for each
scan. Scans began and ended with a 16-s fixation-only
epoch.

Each trial lasted 2 s. On non-fixation trials, the
display was presented for 167 ms, in order to prevent
subjects from refixating the display while it remained on
the screen. Houses and faces were randomly selected on
each trial from a set of eight items in each category.
Subjects responded to the orientation of the ovals by
pressing one of two buttons on a keypad.

Scanning was conducted on the 4T Varian scanner at
the University of Western Ontario. A custom surface
coil was used to increase signal to noise in posterior
visual cortex. Seven slices (3 mm in-plane resolution; 6
or 7 mm thickness) were collected covering the occipito-
temporal regions of the FFA and PPA. Data were
acquired at TR =1 s to efficiently measure the event-re-
lated response.

The fMRI signal from the FFA and PPA was ex-
tracted for each scan individually. Twelve time-points
(12 s) of data were averaged by condition beginning
from the onset of each trial. The data were converted to
percent signal change relative to fixation trials, and
mean percent signal changes were then calculated for
each condition of interest for each subject.

The critical predictions concerned trials in which one
face and one house were present. For these conditions,
the stimulus was held constant—one preferred and one
non-preferred stimulus for each of the two ROIs—and
any modulation of response must be due to the alloca-

tion of attention to the task-relevant ovals in each
display.

For each ROI, we compared the average evoked
response from trials in which the preferred object for
that ROI occupied the attended location against trials
in which the non-preferred object occupied that loca-
tion. The grand mean evoked responses for the FFA
and PPA are shown in Figs. 6 and 7, respectively. In
each ROI, the evoked response was larger when its
preferred stimulus appeared at the attended location
compared to when it appeared at the unattended loca-
tion. This observation was quantified by performing a
2 x 2 x 2 ANOVA with ROI (FFA vs. PPA), stimulus
at attended location (preferred vs. non-preferred) and
time bin (the average response at seconds 0-3 vs.
seconds 4—7 after stimulus presentation) as factors. We
reasoned that any increased activation to preferred over
non-preferred stimuli should only be observed at the
peak of the response (which is typically 4-7 s after
stimulus onset), and not within the first few seconds,
due to the sluggishness of the hemodynamic response.

There was a significant main effect of stimulus condi-
tion (preferred vs. non-preferred at attended location),
F(1,4)=28.8, P<0.05. This effect was qualified by an
interaction of this factor with time bin, F(1,4)=8.4,
P < 0.05. Over the mean of the first four time points,
there was no difference between preferred (M = 0.03%
signal change) and non-preferred stimuli (M = 0.04%),
F <1, ns, showing that there were no differences in
baseline response across conditions. In contrast, over
the mean of the second four time points, there was a
significantly higher response to the preferred stimulus
(M =0.25%) compared to the non-preferred stimulus
(M =0.18%), F(1,4)=9.2, P<0.05. The three-way in-
teraction did not reach significance, F(1,4)=2.1, ns,
indicating that this effect did not differ significantly
between the FFA and the PPA. No other theoretically-
relevant effects were significant.

Fig. 5. Illustration of stimuli from an fMRI test of location-based attention [22] (ovals were red or green in the actual stimulus). Subjects attended
to the orientation of either the red or green ovals, in separate blocks. In a mixed, event-related design, a face or house appeared unpredictably
at the same location as the attended and ignored ovals. The faces and houses served as attentional probes, and were themselves never task relevant.



1336 P. Downing et al. / Neuropsychologia 39 (2001) 1329—1342

FFA

0.20%

0.10%

% Signal change

0.00%

0.10%

|
0.20% +

0 1 2 3 4 5 6
Time (secs)

At Attended
Location

At Ignored
Location

£

()

8 9 10 1"

Fig. 6. Results from an fMRI test of location-based attention [22]. The mean event-related evoked response in the FFA was greater when a face
occupied the same location as the attended oval, as compared to a house.

These results would be expected only from a loca-
tion-based selection mechanism. On trials in which
subjects attended a location that also contained a face,
activity was greater in the FFA than on trials in which
a house appeared at the attended location. Conversely,
activity in the PPA was greater when a house appeared
at the attended location compared to a face. Critically,
the face and house stimuli were never relevant to the
task, so these attentional effects are unlikely to reflect
any intentional strategy adopted by the subject. Addi-
tionally, the markers of attentional modulation (the
faces and houses) bore no particular featural overlap
with the task-relevant items (the colored ovals); thus
these results would not be predicted on the basis of
feature-based selection. Likewise, the task-relevant and
irrelevant information consisted of perceptually distinct
objects; thus object-based selection would not produce
the kind of modulation observed here.

Finally, it is worth emphasising that, owing to the
design of both this experiment and that of O’Craven et
al. [66], the attentional modulation observed in these
studies is unlikely to be due to a baseline increase in
activation of cortical areas selective for faces and
houses (see [48]). Subjects could not predict from trial
to trial whether a house or face would share the same
object as the attended feature [66] or appear at the
attended location (in the present study). Furthermore,
attentional effects were observed in cortical areas mea-
suring processing of task-irrelevant stimuli. Thus, while
the tasks used may have led to baseline increases in
task-related areas (e.g. area MT, in the motion task of

[66]), this could not explain the transient increases in
activity seen in the cortical areas (FFA and PPA) that
revealed the resulting spread of attention to irrelevant
stimuli.

2.3. The time course of selection

Imaging techniques such as fMRI and PET that rely
on blood flow to measure neural activity have poor
temporal resolution and therefore tend to average to-
gether all of the activity of an entire processing episode.
Thus, they will generally not be sensitive to the distinc-
tion between initial processing of a stimulus and later
top-down aspects of stimulus processing [50,57]. In
contrast, ERP and MEG directly measure the electrical
and magnetic fields generated by neural activity and so
have excellent temporal resolution. For the present
purposes, the main advantage of these techniques is
their ability (in contrast to fMRI) to measure atten-
tional modulation at relatively early stages in category-
specific visual processing, unconfounded from effects
that may occur much later in processing.

Liu and Kanwisher [52] used MEG to ask whether
the modulation of face processing by attention de-
scribed in the previous sections is detectable in the
initial stages of face-specific processing revealed by the
M170 response (see also [27,28,38]). As described
above, they first localized in each subject the face-selec-
tive SOIs over occipitotemporal regions in each hemi-
sphere. They then measured the latency and amplitude
of the face-selective M 170 while subjects carried out the
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Fig. 7. Results from an fMRI test of location-based attention [22]. The mean event-related evoked response in the PPA was greater when a house

occupied the same location as the attended oval, as compared to a face.

following task. On each trial, subjects viewed a single
face or a single house, the cue, for 200 ms. After an
interval of 800 ms they were then presented with an
overlapping face-house stimulus (see Fig. 8). The sub-
jects’ task was to report whether the face or house cue
appeared in the compound stimulus. Thus the subjects’
attention was directed by the cue to search for either a
specific face or a specific house in the compound
stimulus.

Fig. 9 shows the grand mean response in each condi-
tion, averaged across subjects and hemispheres, and
time-locked to the onset of the compound stimulus. No
significant effect of attention was found on the latency
of the M170 response. Critically, however, the ampli-
tude of the M170 evoked by the overlapping stimuli
was significantly larger when subjects were attending to
the face than when subjects were attending to the
house. These results indicate attentional modulation of
the response to faces relatively early in the processing
sequence, most likely before feedback from later pro-
cesses (such as response selection) could take place.
Presumably, because the face and house stimuli were
superimposed in the same location, this effect does not
reflect the early spatial attention mechanisms that have
been described extensively in ERP research [36,54].

Might the observed modulation of the M170 have
been due to a stimulus-driven aftereffect of the cue,
rather than attention per se? We think this unlikely for
three reasons. First, the cue and target stimuli were
separated far enough in time (800 ms) that the M170
responses to the two events themselves did not overlap.

Furthermore, repetition of face stimuli has been shown
in previous work [40] to reduce the amplitude of the
evoked response. Thus in the present paradigm the
stimulus effects from the face cues would be expected, if
anything, to lower the response to the face in the
subsequent target stimulus, in contrast to the enhance-
ment observed. Finally, an informal pilot study in
which subjects passively viewed the stimuli from the
present experiment revealed no modulation of the re-
sponse to the M170 as a function of the nominal ‘cue’
stimulus.

-
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Fig. 8. Illustration of the procedure for an MEG investigation of
attentional modulation of face-specific M170 responses [52]. A cue
stimulus directed attention either to the face or to the house in the
subsequent compound stimulus. Subjects pressed a key whenever the
cue stimulus matched the corresponding figure in the compound.
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Fig. 9. MEG data showing significant enhancement of the amplitude
of the face-specific M170, averaged across the left and right hemi-
sphere, as a result of attention to faces as compared to houses.

Attentional modulation observed at a latency of 170
ms is unlikely to be a result of decision- or response-re-
lated processes occurring after the compound stimulus
is initially processed. Thus modulation of face process-
ing, at least in the paradigm tested here, apparently
does not depend on later top-down feedback, but can
affect a relatively early phase of stimulus-specific pro-
cessing. Further work using similar techniques will be
useful to address whether this modulation is caused by
a baseline increase in face-specific cortical areas, ini-
tiated in the interval between cue and target, or rather
an online modulation of face processing, initiated at the
onset of the target stimulus.

2.4. Control of attention

The discussion so far has focused on the use of
category-specific visual cortical areas (or MEG re-
sponses) to measure how stimulus processing is affected
by attention. In this final section we review a recent
study [88] that asks not about the effects of attention
on perceptual processing, but instead about the cortical
mechanisms involved in controlling attention (see also
[38,64]).

The hundreds of published papers on attention make
use of a wide variety of tasks designed to tax visual
attention, from reporting the identities of letters to the
side of fixation, to searching an array of colored shapes
for the one green square, to watching a very rapid
sequence of words presented at the center of gaze while
monitoring for the occurrence of a particular word. The
very heterogeneity of tasks used to study attention
raises the important question of whether there is any-
thing in common among each of these diverse ‘atten-
tional’ tasks. Or is attention a fiction, a disjunctive set

of unrelated mechanisms that have nothing in common
except that they are all called ‘attention tasks’? In his
book The Psychology of Attention, Pashler [67] argues
that “no one knows what attention is, and ... there
may not even be an’it’ there to be known about”.
fMRI provides a way to test whether there is an ‘it’
of visual attention. Wojciulik and Kanwisher [88] rea-
soned that if there is a common mechanism that is
invoked by a wide variety of attention-requiring tasks,
then it should evoke activity in a common brain region.
To test this idea, subjects were scanned while carrying
out three substantially different attention-requiring
tasks. In each, an attentionally-demanding task was
compared with a less-demanding version that could be
carried out on the same stimuli. All six resulting condi-
tions were tested in each subject in a single scanning
session. The key question was whether there were any
voxels for which a significant effect of attention would
be found for all of the three different attentional tasks.
Such an overlapping activation across diverse atten-
tional tasks would imply the existence of a common
cortical mechanism engaged by each [see also [71]].

In the first task, subjects monitored a display for
changes in the size of a dot. In the attention-demanding
version, subjects fixated a central cross-shaped cue. Its
orientation indicated which of several peripheral dots,
arranged in a circle around fixation, to attend. The cue
directed attention to a different dot every 4 s, requiring
regular shifts of spatial attention. In the easy version of
the same task, which did not require spatial shifts of
attention, subjects attended a central dot and moni-
tored it for a size change.

The second task was a modified version of that used
in the first study reviewed here ([87]; see Fig. 2). In the
difficult version, subjects matched the faces or houses as
in the previous study. The easy version of the task
required subjects to determine whether the two arms of
the central fixation cross were of the same or different
color.

Finally, the third task involved monitoring a rapid
stream of letters for a target letter defined either by a
conjunction of features (the attentionally-demanding
version) or a single feature (the easy version; [79]). No
spatial shifts of attention were demanded by either task;
they differed only in the difficulty of extracting the
target items from the stream.

Within each pair of tasks, the stimulus and response
conditions for the easy and attentionally-demanding
versions were identical. Thus for each task, a compari-
son of the fMRI data between attentionally-demanding
and easy versions could reveal the activations specific to
the attention demands of that task. More importantly,
any cortical regions showing overlapping activation
across all three tasks would constitute a neural signa-
ture of a candidate general mechanism for directing
attention.
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The results showed significant areas of overlap in
most subjects in the region of the IPS (inferior parietal
sulcus) (see also [18]). This result is consistent with a
cortical area involved in a general fashion in visual
selection. However, it is also possible that any difficult
task would activate the same region, when compared to
a matched easy version of the same task. Wojciulik and
Kanwisher [88] tested an additional control condition
run in the same session, in which subjects had to report
(in the demanding version) whether a visually-presented
word was both a noun and a verb (e.g. ‘record’). In the
easy version of this task, subjects determined for the
same stimuli whether the initial and final letters of the
word were of the same or different height. In this
control task, although large activations were found
elsewhere in the brain, no difference in activation was
observed in the IPS between the hard and easy versions.
This result rules out the possibility that this area is
activated generally by any difficult visual task.

The emphasis of this chapter has been on addressing
cognitive questions with neuroimaging techniques. How
is the Wojciulik and Kanwisher [88] study relevant to
this goal? First, these findings suggest that visual atten-
tion is not simply a collection of distinct special-pur-
pose mechanisms. Instead, a unitary general-purpose
mechanism for directing visual attention may exist.
Second, the third task described above (monitoring a
stream of letters at fixation) involved little or no spatial
component, and no requirement to plan or make eye-
movements. Further, the two versions of this task were
identical in their requirement to maintain fixation, and
in the absence of peripheral stimuli that might encour-
age saccades. Thus these shared parietal attentional
mechanisms need involve neither an eye movement
component (generation or suppression), nor a spatial
component. In future research it may be possible to
capitalize on this apparently process-specific region as a
marker for determining the degree to which attention is
engaged by various cognitive tasks.

Finally, Wojciulik and Kanwisher’s [88] study fo-
cused on the contribution of parietal systems to the
control of attention. Similar approaches may be useful
in characterizing the general involvement of other corti-
cal regions (e.g. frontal cortex) to the control of
attention.

3. General discussion
3.1. Methodological issues

We have made the case that ROI-based approaches
provide one powerful way to use the strengths of fMRI
and MEG to address psychological hypotheses about
attention. This approach obviates many of the concerns
that arise in whole-brain subtraction or regression-

based analyses. In particular, the need to perform
statistical corrections for Type I error is eliminated by
focusing analyses on pre-defined voxels. By defining
ROIs in each individual, the problems of anatomical
variability across individuals, and of variability in the
mapping between function and anatomy, are side-
stepped. And finally, independent identification of
ROIs allows a statistically independent quantification
of the magnitude of response in those ROIs, which is
essential for testing for the effects of attentional modu-
lation. Although the magnitude of response can be
determined in a variety of other ways that do not
require ROIs (e.g. regression coefficients), such tech-
niques tend to be biased because the data used in
quantifying the response magnitude are not statistically
independent from the data used to select the voxels in
which this quantification is carried out.

ROI designs are not appropriate for all kinds of
neuroimaging study; they are not well-suited, for exam-
ple, to identifying whole networks of interrelated areas
involved in the performance of complex tasks. The
rationale for the ROI method presumes a substantial
amount of prior evidence for the functional selectivity
of a cortical region in processing a particular stimulus
type, or in contributing to a particular aspect of task
performance. To be tested in individual subjects, which
is advantageous for the reasons mentioned above, re-
gions of interest must be sufficiently selective and have
sufficient spatial extent to be detected without group
averaging. (ROIs can, of course, be defined in a com-
mon space over the average of a group of subjects. This
will tend to be accompanied, however, in reduced selec-
tivity of the voxels identified). Finally, ROI methods do
not preclude the use of additional, exploratory analyses
on the same data set; there is no reason not to see how
the rest of the brain regions scanned responded in the
same contrasts.

3.2. Conclusions

We have used fMRI and MEG markers of face
processing, and fMRI markers of place processing, as
online measures of the effects of selective attention on
visual information processing. These studies revealed
converging evidence for attentional modulation of face
processing, and showed that this modulation, at least in
some circumstances, can occur relatively early in the
processing sequence. Further experiments isolated spe-
cific location-based and object-based mechanisms of
attentional selection. Finally, we illustrated how the
approach developed here can go beyond simply show-
ing the effects of attention on stimulus representation,
to reveal the common mechanisms involved in a wide
variety of attentionally-demanding tasks.

We believe the approach we have outlined here could
be generalized in many ways to fruitfully study a wide
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range of questions about attention [45]. ROIs of course
need not be restricted to high-level category-specific
regions. For example, several recent studies have used
fMRI to demonstrate the powerful effects of attention
in the precise region of primary visual cortex where the
critical stimulus is processed [33,75,77]. Further, imag-
ing studies have revealed the fMRI signatures of non-
visual sensory processing. For example, recent evidence
suggesting the existence of human-voice specific regions
of auditory cortex [6] could serve as the analogue of the
FFA and PPA in studies of auditory attention. In
principle, any cortical area that produces a reliable
stimulus-specific response could be used to measure the
effects of varying attentional manipulations on process-
ing of that stimulus. There are many similarities be-
tween the methods developed here and single-unit
neurophysiology, with the region of interest (and its
preferred and non-preferred stimuli) playing the role of
the single neuron.

Studies on the control of attention [15,16,38,62,70,88]
are only just beginning to parse the functional compo-
nents of the attentional control system. Neuroimaging
may enable us to determine whether common or dis-
tinct mechanisms are involved in overt and covert
attention [17,63], endogenous and exogenous attention,
and to distinguish between more fine-grained compo-
nents of the attentional system.

Substantial challenges remain. Can neuroimaging
studies provide converging evidence on some of the key
theoretical debates in the field? For example, feature
integration theory [79,80] and the biased-competition
model [21] represent alternative frameworks that inter-
pret the same data (e.g. search rates in visual search
tasks) in terms of substantially different mechanisms.
Perhaps neuroimaging will some day be able to distin-
guish between such theories, an achievement that would
represent a major contribution. Likewise, the promise
of cognitive neuroscience is that findings from different
methodologies will cross-fertilize. Neuroimaging tech-
niques will further prove their usefulness to the extent
that they suggest crucial new behavioral or neuropsy-
chological investigations. Finally, one of the greatest
limitations in current neuroimaging research concerns
spatial and temporal resolution: while we can now
obtain good resolution in either space or time, we do
not have methods for achieving both at once with
noninvasive techniques. However, ongoing research [19]
is attempting to combine fMRI and MEG data to
provide the ultimate data for human cognitive neuro-
science: the precise, high-resolution time course of ac-
tivity in each voxel in a normal human brain [19]. If
successful, these techniques could provide the most
powerful tool yet for investigating the mechanisms un-
derlying visual attention.
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