merely a device that oscillates, a “clock” represents “[a]ny instrument for measuring or indicating time” and a “pacemaker” is defined as a process or substance that “regulates” the timing of other events (19). Although the capacity to oscillate is a widely distributed property, the restoration of circadian rhythmicity in SCN-lesioned, arrhythmic hosts by immortalized SCN cells but not NIH 3T3 mouse fibroblasts implies that only oscillators derived from the SCN act as pacemakers and have the capability to impose their rhythmicity on mammalian behavior. How these oscillators in the SCN drive rhythms in behavior is unclear at this point, but there is increasing evidence indicating that the SCN secretes a diffusible factor that at least in part contributes to this rhythmic efflux (20). Perhaps one of these factors is a neurotrophin such as BDNF or NT-3, based on their rhythmic expression in immortalized SCN cells and the SCN in vivo (14).
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Horizontal Propagation of Visual Activity in the Synaptic Integration Field of Area 17 Neurons

Vincent Bringuier,* Frédéric Chavane, Larry Glaeser,
Yves Frégnac†

The receptive field of a visual neuron is classically defined as the region of space (or retina) where a visual stimulus evokes a change in its firing activity. At the cortical level, a challenging issue concerns the roles of feedforward, local recurrent, intracortical, and cortico-cortical feedback connectivity in receptive field properties. Intracellular recordings in cat area 17 showed that the visually evoked synaptic integration field extends over a much larger area than that established on the basis of spike activity. Synaptic depolarizing responses to stimuli flashed at increasing distances from the center of the receptive field decreased in strength, whereas their onset latency increased. These findings suggest that subthreshold responses in the unresponsive region surrounding the classical discharge field result from the integration of visual activation waves spread by slowly conducting horizontal axons within primary visual cortex.

The average size of the minimal discharge field (MDF) in area 17 neurons is ~2° of visual angle (for the representation near the

Equipe Cognisciences, Institut Alfred Fessard, CNRS, avenue de la Terrasse, 91198 Gif-sur-Yvette, France.
*Present address: Neurobiology Division, Medical Re- search Council LMB, 2 Hills Road, Cambridge CB2 2QH, UK.
†To whom correspondence should be addressed. E-mail: yves.fregnac@iaf.cnrs-gif.fr

area centralis) when it is mapped with a small spot or slit of light (1, 2). The strength of the spiking response results from the amplification of the feedforward thalamo-cortical drive by a local recurrent intracortical loop that preserves the retinotopic mapping of visual input onto cortex (1, 3). However, firing re- sponses to stimuli presented within the MDF can also be modulated by the concomitant stimulation of its surround, over a region up to 10° of relative eccentricity (4, 5). These
center-surround interactions are thought to be mediated by long-range connections, which originate within area 17 (6), or from higher cortical areas (7). In vivo intracellular recording techniques allow the analysis of subthreshold synaptic inputs and their retinal origin (8, 9). They were applied here to dissect out the different synaptic contributions potentially involved in binding information originating from distant parts of the visual field.

We performed intracellular sharp and patch recordings in the primary visual cortex of cat (10), using three mapping protocols, which evoked different degrees of spatial and temporal summation (11). First, brief punctate stimuli of positive or negative contrast were sequentially flashed in random positions in the visual field [two-dimensional (2D) impulse-like input]. Second, optimally oriented bars whose length matched that of the MDF length were flashed for longer duration in random positions across the receptive field width. Third, sinusoidal luminance gratings were presented through large co-centered annular windows, resulting in a high level of input summation. The stimulus-locked analysis of the membrane potential responses of 66 cells showed that visual cortical neurons were synaptically activated by stimuli well beyond the boundaries of their discharge field. Figure 1A illustrates a typical 2D impulse response field, with a compact MDF (2° by 1.6°), surrounded by a homogeneous subthreshold depolarizing field (D-field) (3.2° by 3.2°). Figure 1B illustrates, for another cell, the MDF (1.8°) and the subthreshold field (9°; D-field alone: 6.3°) when stimulating with long bars. Figure 1C illustrates the case of subthreshold depolarizing responses evoked by annular gratings even when separated from the MDF center by more than 11.3°.

Two parameters characterizing the spatial sensitivity profile of the synaptic integration field were extracted at the population level: mean spatial attenuation gradient and mean spatial extent of the subthreshold responses. Because in most cells at rest impulse-like input evoked mainly depolarizations, the strength of the significant depolarizing responses for the three mapping protocols is plotted in Fig. 2 as a function of the distance between the actual stimulus position and the location in the visual field eliciting the maximal spike discharge (12). The spatial sensitivity envelope of the D-field was generally co-centered with the MDF and declined with relative eccentricity. D-fields mapped with random 2D impulse-like inputs were characterized for each cell by a linear (mean correlation coefficient \( r = -0.83 \), steep \((-24.3 \pm 15.9\% \) per degree) decrease of the postsynaptic response strength, at increasing distances from the MDF center (Fig. 2B). The same analysis for long bars gave a similar gradient estimate \((-23.7 \pm 16.7\% \) per degree; mean \( r = -0.82 \), Fig. 2C). In contrast, the slope for gratings was significantly attenuated when compared with the 2D impulse-like input \((-16.8 \pm 13.4\% \) per degree in Fig. 2D; \( P < 0.05 \)).

We estimated the boundary of the D-field by the angular distance between the extreme locations where the linear fits of each flank of the spatial sensitivity hill (measured along the MDF width or length axis, or both) intercepts the threshold level of significant response. The mean D-field outer diameter was 6.6 ± 4.3° \((n = 26)\) for 2D impulse-like input, slightly less than that observed with long bars \((8.5 \pm 4.3\% \); \( n = 20 \)). When gratings were used, because of the internal symmetry of the annular stimulus, only a lower bound estimate of the D-field boundary could be extracted (half width of the inner rectangle); this value was 14.6 ± 8.6° \((n = 19)\). Thus, independently of its precise shape, the extent

---

**Fig. 1.** Mapping the synaptic integration field. The different protocols (A to C) are symbolized in the upper row, with the preferred orientation of the recorded cell being set to vertical by convention. For each graph, synaptic responses eliciting spikes and defining the MDF extent are illustrated in bold. Shaded background delineates the region (or regions) where the significant subthreshold depolarizing responses are found. The stimulus onset is indicated by a black triangle in (B) and (C). Scale bars are 5 mV (vertical) and 100 ms (horizontal). (A) Two-dimensional impulse-like input: ON responses (averaged over 36 trials) to light patches \(0.4° \) by \(0.4°\), 50 ms duration) in a unimodal simple cell. (B) Optimally oriented bars: averaged responses (15 trials) to dark bars \(0.9° \) by \(3.9°\), 1 s duration) in a complex cell in 10 contiguous positions. (C) Sinusoidal gratings: averaged ON responses \(30\) trials) to a stationary optimally oriented grating in a simple cell. The grating is counterphased at 2 Hz in the MDF (region 1), or regions co-centered around it \((2\) NEAR periphery, 3 FAR periphery\). Cells (A) and (B) were recorded in adult cats, and cell (C) in a 15-week-old kitten. Resting potential \(3.3\) mV (A), \(-65\) mV (B), and \(-62\) mV (C). Retinal eccentricities of the discharge field centers were \(1.3°\) (A), \(3.9°\) (B), and \(5.7°\) (C).

**Fig. 2.** Spatial profile of the depolarizing field. The visually evoked strength of the depolarizing response is normalized relative to that observed at the location of the MDF (dotted contour) eliciting the maximal discharge (circle). (A) Color-coded map of the response strength, obtained for the cell shown in Figs. 1A, 3A, and 4A. Black pixels indicate the absence of significant responses. Horizontal scale bar, 2°. (B) 2D impulse-like input \(n = 37\); (C) flashed bars \(n = 21\); (D) flashed \(n = 19\) or moving \(n = 2\) sinusoidal luminance gratings. The average MDF extent and its SD are indicated by thick and thin horizontal line segments, respectively. In the case of annular stimuli, the absissa corresponds to the distance between the center of the MDF and the inner radius of the annulus.
of the D-field increased beyond that of the MDF (2.74 ± 2.3° for impulse-like input and 2.5 ± 1.9° for long bars) by a factor dependent on the mapping stimulus (×2.5 for impulse-like input, ×3.3 for long bars, ×5.6 for gratings). These results show the existence of a large field of depolarizing responses whose detection is favored by spatiotemporal synaptic summation. This conclusion differs from the classical suppressive role attributed to surrounding regions of the cortical discharge field (5, 13). It may also explain the additional excitatory drive provided by surrounding regions for bipartite center and surround stimulus configurations (14).

To measure quantitatively the topographic arrangement of the responsive areas, while distinguishing between spikes, excitatory, and inhibitory events (15), we devised a method adapted from the reverse correlation (RC) technique (16). This method allows us to assess which pixels in the visual field elicited a significant response at a preset confidence level (99%) (17). The occurrence times of several types of voltage events were detected in the filtered membrane potential signal, and each of the corresponding time series was correlated with the random stimulus sequence. Three different receptive field maps were established for each neuron, based on the detection of spikes (MDF), of subthreshold depolarizing events (D-fields), and of hyperpolarizing events (H-fields) (Fig. 3). This analysis estimated the mean equivalent diameter of MDFs as 3.3 ± 1.3° and that of the D-field as 4.4 ± 2.4° (by compacting all responsive domains into a single disk of the same total area). In 30% of cases, the internal structure of the D-field was patchy, with one to four additional islands of subthreshold depolarizing responses, detached from the one co-centered with the MDF (Fig. 3C). Patchiness was even more apparent in the H-fields whose extent was more limited (equivalent diameter: 2 ± 1°). Thus, the topological union of the MDF, D-field, and H-field, that is, the synaptic integration field, on average covered an area (equivalent diameter: 5 ± 2.4°) that was four times as large as that of the MDF. This result, obtained when the cell is at rest, can only give a lower bound estimate of the maximal extent of recruitable synaptic input, the functional activation of which also depends on the voltage at which the cell is held.

A second source of information that could help to trace the origin of subthreshold responses is their onset latency (18). A strong correlation was observed in most cells between the latencies of the depolarizing response and the eccentricity of the flashed stimulus relative to the center of the MDF, giving an isotropic latency basin shape. The center of this basin corresponding to the shortest latencies was typically near the region of maximum discharge (19). We explored the hypothesis that the peripheral subthreshold depolarizing responses are relayed by horizontal connections within area 17 (6, 20). According to this framework, the linear relation observed between the latency of the postsynaptic evoked depolarization and the stimulus eccentricity relative to the MDF center results from a constant propagation velocity of action potentials along intracortical axons. To test this prediction, we converted the distance separating two loci of activation in the visual field into a distance in the cortex. We used an average cortical magnification factor of 1 mm in the cortex for 1° in retinal space (21). The apparent speed of
realized by the cortical cell may be described by the summation of propagated inputs originating from distant intracortical sources in a spatiotemporal coordinate system centered on its minimal discharge field. A straightforward prediction of this model is that synaptic summation may be optimized by adjusting the relative latencies of activation evoked through the feedforward pathway and the peripheral intracortical connectivity. This could explain the boosting of cortical responses by bipartite stimuli composed by low-contrast center and high-contrast surround features (14). This also suggests that the processing of new visual information arising in the center of the classical discharge field could be highly influenced by contextual information that was present a few tens of milliseconds earlier in the periphery.
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12. Estimates of the ratio of D-field size over MDF size are based on similar statistical tests performed at the subthreshold and spiking level. The MDF was determined as the distance between the positions that elicited a significant increase in spike discharge (one-tailed t test, P < 0.01) when compared with the unshifted discharge elicited for a similar duration period. The visually evoked subthreshold response strength was measured by the integral of the depolarizing component of the stimulus-locked waveform over a 300-ms period starting at the stimulus onset, and compared with that obtained from similar durations of shifted activity. (22) A linear analysis, relating response strength with the eccentricity from the MDF center, was restricted to the regions where significant responses were evoked, and did not take into account “silent” regions. For each cell, the spatial sensitivity hill profile was fitted by the best pair of lines (least-square criteria), whose intersection with the threshold level of significant response defined the outer diameter of the depolarizing subthreshold field.

15. Because visual cortical cells were generally more depolarized at rest (resting potential $V_r = -65.6 \pm 8.7$ mV) than the equivalent potassium chloride (−77 ± 3.9 mV in vitro [B. W. Connors et al., J. Physiol. 406, 443 (1988)] and−75 mV in vivo [D. E. Shulz et al., Soc. Neurosci. Abstr. 19, 638 (1993)]), events of positive and negative polarity, when occurring in isolation, may be equated, respectively, with dominating excitatory and inhibitory postsynaptic events. This first-order approximation does not take into account nonlinear interaction between excitation and inhibition [L. J. Borg-Graham et al., Nature 393, 369 (1998)]. Furthermore, assuming a reversal potential close to 0 mV for excitatory conductions, detection of glutamate-mediated events is largely favored with respect to GABA (−γ-aminobutyric acid)-mediated ones. H-fields are therefore underestimated in our study. The qualitative subthreshold D-field extents reported by Pei et al. (9) are difficult to compare with our own results because of a limited sample size. In addition, their recordings were performed at more depolarized membrane potentials (−30 to −50 mV), which makes depolarizing responses may partially the D-field responses, and response amplitudes were measured at a fixed latency.

17. Reverse correlation analysis: A d.c. offset was applied to the high-pass filtered voltage records (1 Hz, elliptic filter) such that the center of the membrane potential distribution on a null value. Successive local extrema were defined as being separated by at least 0.5-mV amplitude. Depolarizing events were selected as local positive maxima. Hyperpolarizing events were defined as local minima whose amplitude remained below −1 mV. To assess the statistical significance of the maps, we carried out similar procedures of correlation counts [established over a 25 ms (window) in the reverse and forward directions. The reverse-correlation delay varied from −200 to 0 (retrograde) and 0 to 200 ms (forward) with a 1-ms step] was optimized independently for each visual field pixel such as to maximize the s score given by [number of counts (reverse) mean (forward)]/SD (forward). The forward procedure allowed us to empirically establish the distribution of the maximal count obtained in a given pixel, under the null hypothesis of independent input and output processes, and define a one-tailed t test (statistical significance of 1%). The maps presented here are thus without any temporal significance and focus on the spatial structure of the receptive field. Measures of the spatial extent of maps independent of the patching state were obtained from the outer extent of the disk covering the same total area, expressed in degrees of visual angle.
18. Response latencies were given by the time of the first significant deviation of the derivative of the low-pass filtered (5 ms with a gaussian average filter) potential waveform (t test, P < 0.005). The measure was validated when the peak of the rising waveform was significantly higher than that measured during the prestimulus trigger condition (t test, P < 0.01). Latency profiles were significantly (least-mean-square optimization) fitted by two straight lines (average < r > = 0.77 with 2D impulse-like input and 0.88 with long bars), the intersection of which defined the retinal position of the latency basin center (Fig. 4 and C). This center was superimposed on or close to the MDF center (relative eccentricity: 0.85 ± 0.7°).

19. Despite the fact that both the latency and the strength of the response were highly correlated with the relative eccentricity from the MDF center, both features of the postsynaptic response were weakly correlated together, thus reinforcing the hypothesis that the causative independent variable is the relative eccentricity itself.


21. A similar range of ASHP values is found in the adult cat if one takes into account the dependency of the cortical magnification factor on retinal eccentricity [K. Albus, Exp. Brain Res. 24, 181 (1975)]. R. J. Tusa et al., J. Comp. Neurol. 177, 213 (1978)]. Furthermore, the ASHP values derived from individual latency basins are not significantly linked to the absolute retinal eccentricity of the discharge field of the recorded cells.


23. F. Chavane, V. Bringi, Y. Frégnac, data not shown.

24. The typical speed of action potential propagation along horizontal excitatory connections is 0.15 to 0.60 m/s in T. Murakoshi et al. [Neurosci. Lett. 163, 211 (1993)], 0.16 m/s in D. A. Nelson and L. C. Katz [Neuron 15, 23 (1995)], and 0.35 m/s in J. A. Hirach and C. D. Gilbert [J. Neurosci. 11, 1800 (1991)]. A similar estimate is found for inhibitory connections: 0.06 to 0.20 m/s in P. Salin and D. A. Prince [J. Neurophysiol. 75, 1589 (1996)].

25. The divergence of the terminal field of thalamocortical fibers extends over a 1- to 2-mm radius on average in the plane of cortical layers [A. L. Humphrey et al., J. Comp. Neurol. 233, 159 (1985)]. This value, replotted in visual field coordinates, is on the order of 1° to 2° of visual angle for central representation of the visual field and remains too low to explain the size of the D-field, which was found to be 4 to 15 times as large. Furthermore, the conduction velocity of X and Y thalamocortical axons is 10 to 100 times as fast as that derived from our measurements; the average ASHP value derived from our recordings is on the order of 0.15 m/s, whereas the conduction velocities of X and Y thalamocortical axons are, respectively, on the order of 8 and 20 m/s in H. P. Hoffmann and J. Stone [Brain Res. 32, 460 (1971)].


27. Using identical stimuli, we obtained LCN (n = 6) and optic radiation (n = 3) discharge fields of restricted size (1.3° ± 0.6°). These controls preclude possible lateral excitation by light scatter in the retina.
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**Chemical Etiology of Nucleic Acid Structure: Comparing Pentopyranosyl-(2′→4′) Oligonucleotides with RNA**

M. Beier, F. Reck, T. Wagner, R. Krishnamurthy, A. Eschenmoser*

All four members of the family of pentopyranosyl-(2′→4′) oligonucleotide systems that contain β-ribo-, β-xylo-, β-lyxo-, or α-arabinopyranosyl units as repeating sugar building blocks are found to be much stronger Watson-Crick base-pairing systems than RNA. The α-arabinopyranosyl system is the strongest of all and in fact belongs to the strongest oligonucleotide base-pairing systems known. Whatever the chemical determinants by which nature selected RNA as a genetic system, maximization of base-pairing strengths within the domain of pentose-derived oligonucleotide systems was not the critical selection criterion.

A chemical understanding of the criteria by which nature chose ribo- and deoxyribonucleic acids as genetic systems would constitute a central element of any theory of the origin of the particular kind of chemical life that we know today. The quest for such an understanding may be taken up by experiment by systematically synthesizing potential alternatives to the natural nucleic acids and comparing them with RNA with respect to those chemical properties that are fundamental to RNA’s biological function (I). For such an alternative to be selected for study, we require it to be structurally derivable from a (CH₂O)₇ aldosugar (n = 6, 5, or 4) by the same type of potentially natural chemistry that allows the structure of RNA to be derived from ribose (2). This strategy is an attempt to mimic a hypothetical natural process that may have led to the selection of RNA: a process of combinatorial molecular assembly and functional selection within the domain of sugar-based oligonucleotides. In principle, such an experimental etiological analysis of nucleic acid structure is unbiased with respect to the question of whether RNA first came into being abiotically or biotically.

Our previous studies involving the β-hexopyranosyl-(4′→6′) oligonucleotide family had shown that base pairing in allo-, altro-, and glucopyranosyl oligonucleotides is uniformly much weaker than in RNA (3). Comparison with the properties of the 2′-deoxy-, 3′-deoxy, and 2′,3′-deoxyxylpyranosyl analogs (4) demonstrated that the weaker base pairing is due to intrastrand steric hindrance in the pairing conformation (“too many atoms”) (3). These findings led us to refocus our studies on the less bulky pentopyranosyl series, where it was discovered that the β-ribo-pyranosyl-(2′→4′) oligonucleotide system, the pyranosyl isomer of RNA (p-RNA), exhibits Watson-Crick pairing that is far stronger than that in RNA (5). Here we show that the same is true for the entire family of pentopyranosyl-(2′→4′) oligonucleotide systems that have the nucleotide base in the equatorial position of the pyranose chair (Scheme 1).

Scheme 2 summarizes the syntheses of the phosphoramidite building blocks 4, 9, and 13, each prepared from the corresponding nucleosides containing adenine or thymine as the nucleobase (6, 7). The preparation of oligomers in the xylo- and xylispyranosyl series followed the (2′→4′) strategy previously applied in the p-RNA series (5). Inversely, oligomer synthesis in the α-arabinopyranosyl series was chosen to proceed in the (4′→2′) direction because the axial 4′-hydroxyl is the least reactive to electrophilic derivatization among the three hydroxyl groups (8).

Table 1 summarizes Tm values (the temperature at which about 50% of duplex molecules are dissociated into single strands) and thermodynamic data for five different octameric duplexes of each of the four pentopyranosyl-(2′→4′) oligonucleotide systems, determined in buffered 0.15 M sodium chloride solution at pH 7.0 (see also Fig. 1). Duplex formation was further characterized by temperature-dependent circular dichroism (CD) spectroscopy (Fig. 2) as well as by confirmation of strand stoichiometry by determination of ultraviolet (UV) mixing curves.