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The pre-eminent importance of
formal or relational factors in per-
ception has been abundantly demon-
strated during some forty years of
gestalt psychology. It seems extra-
ordinary, therefore, that so little
progress has been made (and, indeed,
that so little effort has been ex-
pended) toward the systematizing
and quantifying of such factors. Our
most precise knowledge of perception
is in those areas which have yielded
to psychophysical analysis (e.g., the
perception of size, color, and pitch),
but there is virtually no psycho-
physics of shape or pattern.

Several difficulties may be pointed
out at once: (a) Shape is a multidi-
mensional variable, though it is often
carelessly referred to as a ‘dimen-
sion," along with brightness, hue,
area, and the like. (b) The number
of dimensions necessary to describe
a shape is not fixed or constant, but
increases with the complexity of the
shape. (¢) Even if we know how
many dimensions are necessary in a
given case, the choice of particular
descriptive terms (i.e., of reference-
axcs in the multidimensional space
with which we are dealing) remains
a problem; presumably some such
terms have more psychological mean-
ingfulness than others.

1 This research was carried out at the Skill
Components Research Laboratory, Air Force
Personnel and Training Research Center,
Lackland Air Force Base, San Antonio,
Texas, in support of Project 7706, Task 27001.
Permission is granted for reproduction, trans-
lation, publication, use, and disposal in whole
or in part by or for the United States Govern-
ment.
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The need for an adequate psycho-
physical framework is most obvious
in those studies (having to do with
discrimination, for example, or with
positive or negative transfer) in
which it is necessary to manipulate
shape or pattern as an independent
variable. Unless some meaningful
units of wvariation are specifiable,
functional relationships cannot be
obtained. It is somewhat less obvi-
ous, but nonetheless true, that a com-
parable need exists in experiments
which seek to determine how form
perception is influenced by extrinsic
variables such as size, contrast,
method and degree of familiarization,
etc. In studies of this sort, the ex-
perimenter commonly usessomesmall,
arbitrarily chosen set of stimuli:
sometimes simple geometrical forms;
sometimes a group of ‘‘nonsense”
shapes which he draws in a more or
less haphazard manner. If the results
obtained are ‘‘significant” in the
usual sense, we have some specifiable
degree of confidence that they are gen-
eralizable to people other than those
used as subjects, but the degree to
which they are generalizable to new
stimuli remains a matter of conjec-
ture. Yet the latter kind of generaliz-
ation is no less important than the
former. Only in rare cases of applied
research is the investigator really
content with results which hold only
for the particular stimulus objects
employed experimentally.

Egon Brunswik (9, 10, 11) is per-
haps the only psychologist who has
ever given due weight to the im-
portance of stimulus-sampling, or of
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situation-sampling in general. Al-
though the approach of this paper
is somewhat different from Bruns-
wik’s, for reasons which are devel-
oped below, we wish to acknowledge
freely Brunswik’s influence upon our
own thinking, and to commend his
writings on this subject to any reader
unacquainted with them. Brunswik
takes the reasonable position that re-
sults with “ecological validity’’ may
be obtained only by the use of experi-
mental materials which are drawn
from, and hence representative of,
the real situations to which one
wishes to generalize. Thus, in the
study of shape perception, it would
be desirable to experiment with the
shapes of natural objects. Suppose,
however, that we wish to investigate
the learning and memory of shapes
with which subjects are initially un-
familiar: the requirement of unfamili-
arity will obviously preclude the ex-
perimental use of shapes which are
commonly encountered. Is there any
sensible procedure for choosing stim-
ulus-materials in this sort of situa-
tion?

It is our belief, at this time, that
the problem of generalizing from ex-
perimental stimuli may profitably
be broken into two parts. First,
there is the problem of specifying the
stimulus-domain, i.e., the problem
of drawing a sample of stimuli from
a parent population characterized by
certain determinate statistical pa-
rameters., The siimulus-domain, or
parent population, includes all those
stimuli to which the results may be
generalized, and is defined by the sta-
tistical parameters which characterize
it. In the following section we shall
indicate a variety of particular meth-
ods for drawing “random'’ patterns
and shapes from such clearly defined
hypothetical populations, to which
experimental results may then be gen-
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eralized with measurable confidence,

The second problem, which is
really a special case of the first, is
that of drawing a sample which has
“‘ecological validity.” If our real aim
is to generalize to natural forms, or
to some subset thereof, it is neces-
sary to estimate the psychologically
important statistical parameters of
these natural forms in order that ex-
perimental materials may be con-
structed to possess the same parame-
ters. Thus, we are brought back to
the acute need for a general psycho-
physics of form. In the final section
we shall discuss the kinds of physical
analysis and measurement which ap-
pear appropriate to such a psycho-
physics.

THE CONSTRUCTION OF STIMULI

All the methods described below
for constructing nonsense shapes and
patterns have in common the fact
that the particular characteristics of
each figure are randomly determined.
Each method is, in effect, a set of
rules by which points are plotted and
connected in accordance with values
obtained from a table of random
numbers. Each method, or set of
rules, thus determines a domain of
stimuli, The stimuli actually con-
structed for use in a given experiment
will, if they are all constructed ac-
cording to the same rules, be a ran-
dom sample of the stimulus-domain
defined by the set of rules. The ex-
perimental results, consequently, may
be generalized both to the entire
stimulus-domain and to the appropri-
ate subject population.?

1 The kind of double-generalization pro-
posed here would require an error term which
included the variance due to subjects, the
variance due to stimuli, and the interaction
between them. In what is perhaps the most
obvious analysis-of-variance design, the sub-
Jects X stimuli Xireatments mean square would
be the appropriate error term to use,
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The experimenter who desires to
use stimuli constructed in this man-
ner must determine what set of rules
will provide him with a stimulus
population having the character-
istics he wants. If one desires to gen-
eralize experimental results to the
world of real objects (chairs, air-
planes, people, etc.), it is necessary
to have a stimulus sample possessing
ecological wvalidity. To construct
nonsense stimuli of this sort one
must know the pertinent parameters
of the stimulus-domain of real ob-
jects and use these parameters in
constructing the experimental stim-
uli. In the next section we shall dis-
cuss some of the problems inherent
in this methodological requirement
and some of the attempts which have
been made to solve them.

In the present section, some gen-
eral methods for constructing stimuli
are described in sufficient detail that
the reader, if he desires, may repeat
the operations in order to develop
additional stimuli belonging to the
various stimulus-domains defined by
the methods. It should be kept in
mind, however, that these methods
are described merely as examples
and are not intended to constitute a
comprehensive catalog of all possible
methods. Descriptions will be given
of methods for generating shapes
having either closed or open contours,
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for generating various kinds of pat-
terns, and for introducing systematic
variations or transformations of
shapes or patterns,

Closed Contours—Angular Shapes

Method 1. Starting with a sheet of
graph paper—say 100X 100—succes-
sive pairs of numbers between 1 and
100 are selected from a table of ran-
dom numbers. Each pair will deter-
mine a point which can be plotted on
the 100 X 100 matrix, The total num-
ber of such points to be plotted can
be determined either randomly or
arbitrarily.

When all the points have been
plotted, a straightedge is used to
connect the most peripheral points
in such a way as to form a polygon
having only convex angles. This
operation will usually leave some un-
connected points within the polygon
(Fig. 1a). When a point falls within
some small, arbitrarily chosen dis-
tance of the proper perimeter (e.g.,
the point between segments 7 and 8
in Fig. 1a) it is included even though
it makes a slightly concave angle,
since otherwise an indentation prac-
tically dividing the shape into two
parts might later occur. The sides of
the polygon are numbered, and the
points remaining inside are assigned
letters. The table of random numbers
is then used to determine which of the
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central points is connected to which
side. In the example given, Point C
was connected to Side 2, forming in
the process Side 10 (Fig. 15). At this
stage in the construction, the possi-
bilities of connecting points have
been changed. Point 4 may now be
taken into Sides 3, 4, 5, 6, 7, 8, or 10,
but not into Sides 1, 2, or 9. Point B
may he connected only to Side 2 or
Side 10, If Point 4 is connected to
Side 5, forming new Side 11, there
remains only the possibility of con-
necting Point B to Side 2 or Side 10
(see Fig. 1b). Connecting Point B
to Side 10 completes the shape, which
finally appears as shown in Fig. 1c.

It will be noted that every step
in the procedure is determined either
randomly or by the elimination of all
other possibilities. Furthermore,
every step is completely determinate
and can be duplicated by anyone us-
ing the same rules and the same selec-
tions from the table of random num-
bers.

Method 2. This method of con-
structing random shapes is also
started by plotting successive pairs
of random numbers as coordinates on
graph paper. As each point is plotted
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it is given a number so that even-
tually all are numbered serially.
These points are then connected in
the order in which their serial num-
bers first appear in a table of random
numbers, except that numbers which
violate certain rules of construction
are rejected. The incomplete con-
struction shown in Fig. 2a¢ will pro-
vide examples of permitted and non-
permitted connections. The rules for
connecting points are as follows:

a. No line may be drawn twice.
Assume, in Fig. 2a, that the last line
drawn was from Point 2 to Point 5.
If the next number in the table were
2, it would be rejected since that con-
nectton has already been made.

b. No line may be drawn which
completely encloses a point within
the perimeter of the figure. From
Point 5 it would not be permissible to
draw a line to Point 6 or to Point 4,
since either action would completely
enclose Points 3 and 8.

¢. No two points may be directly
connected if they are already con-
nected by a path which follows per-
imeter lines without passing through
any other plotted points. For ex-
ample, Point 5 may not be connected
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to Points 3 or 7, Point 3 may not be
connected to Points 5 or 6, and Point
2 may not be connected to Point 4.

d. The figure is complete when
each point has been connected to at
least two other points. It sometimes
happens that the table of random
numbers leads one to a point which
already has all the other connections
allowed it. In this case one of the
other points is chosen randomly as a
new origin and the regular process is
continued. The incomplete shape of
Fig. 2a is shown in a completed form
in Fig. 2b.

As is the case with all the methods
described in this paper, this method
is completely objective. The result-
ing figure could be reproduced, if
necessary, from a set of coded instruc-
tions consisting only of the numbers
originally selected from the table.

Unlike Method 1, Method 2 usu-
ally generates shapes containing some
angles in addition to all those at
originally plotted points. This dif-
{erence is emphasized by Rule ¢ of
Method 2.

In Method 1 there are no restric-
tions on the ways in which the plotted
points may be connected except that
(@) the figure must be closed, and (b)
connecting lines may not cross, i.e.,
the completed figure may have angles
only at the original points.

In Method 2, on the other hand,
there may be ‘‘emergent” angles at
places other than originally plotted
points, and the figures produced tend
to be characterized by “good continu-
ation.” Again, it is Rule ¢ of Method
2 which causes many of the perimeter
lines of the final figure to be continua-
tions of other perimeter lines.

Comparing the two methods in
terms of the informational content
of the shapes produced shows that
in Method 1 information (in addition
to that required to locate the original

FRED ATTNEAVE AND MALCOLM D. ARNOULT

points) is used only in connecting the
interior points to the sides of the
original perimcter, whercasin Method
2 information is used in making all
connections between plotted points.
For this reason a Method 2 shape
composed of # original points and
containing n-+k angles (k represent-
ing the number of “‘emergent’’ points)
will contain more information than a
Method 1 shape composed of % origi-
nal (and final) points. Because of the
good continuation introduced into
the figure, however, the Method 2
shape having n--% points will contain
less information than would a Method
1 shape having #-+k original points.

Method 3. Fitts, Weinstein, Rap-
paport, Anderson, and Leonard (15)
have developed a technique for con-
structing ‘‘metric’” figures, the in-
formational content of which may be
easily and accurately determined.
Starting with a somewhat smaller
matrix—say, 8X8—the number of
cells to be filled (from the bottom up)
in each column of the matrix is ran-
domly determined. This method pro-
duces shapes which belong to a rela-
tively small stimulus-domain and
which are equal in informational con-
tent. A variation of this method in-
volves allowing each possible column-
height to appeat only once in each
shape, with the order of appearance
determined randomly. This second
stimulus-domain contains members
which are equal in area and, conse-
quently, contain less information
than the shapes first described. Still
another variation may be introduced
by reflecting each shape on one of its
axes to produce a symmetrical shape
containing no more information than
its nonsymmetrical predecessor. Ex-
amples of these various classes of
metric figures may be found in Refer-
ence 15.
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F16. 3. METHOD FOR INTRODUCING “RANDOM" CURVES INTO AN ANGULAR NONSENSE
SHAPE. THE ORIGINAL SHAPE IS THE SAME ONE WHicH APPEARED IN FIG, 1¢

Closed Contours—Curved Shapes

Method 4. This method describes
a procedure for making wholly or
partially curved shapes from the
angular shapes constructed by
Method 1 or 2. This procedure may
appear to be somewhat involved, but
actually it requires more time to de-
scribe than to perform. Essentially,
it consists merely of replacing angles
with inscribed arcs, of curvature
chosen randomly within limits im-
posed by the figure.

For purposes of demonstrating the

method, let us start with the shape
described and constructed under
Method 1 (Figs. la—1l¢). It is de-
cided (arbitrarily or randomly) that
four of the twelve angles are to be
curved. Let us suppose that Angles
C, F, J, and K (Fig. 3) are chosen.
(For convenience of exposition the
angles have been assigned the letters
A through L.) The first step in the
process consists in constructing line
Cp, which is the bisector of £BCD.
Then, the shorter of the two arms of
the angle (in this case, line BC) is
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divided into equal units. These units
may be chosen for convenience. For
example, Fig. 3 was constructed on a
100 X 100 matrix having matrix units
equal to 0.20 in., and Line BC was
arbitrarily divided into segments of
0.25 in. each. It should be noted that
the divisions of the line are num-
bered in sequence, starting always
from the apex of the angle.

One of these numbered points on
line BC is now chosen at random and
a perpendicular from Line Cp to it
is constructed (Line 5-¢). This line
(5-¢9) now becomes the radius of an
arc which is inscribed within Z BCD.
The arc is tangent to Line BC and
Line CD at points equidistant from
C. Thus, £BCD has now becn re-
placed by a curve (actually, two lin-
ear segments and an arc) going from
B to D.

Point F has been curved by the
same process. Angle EFG is bisected
by line Fr, and Line FG is divided
into equal segments. Division 8 hav-
ing been chosen at random, line 8-s
is constructed and used as a radius
for inscribing a curve within £ EFG.

The next two constructions dem-
onstrate the complex curvature which
may result when successive points
are chosen to be curved. Point J
is curved by the process described
above, with Line 13-u being used as
the radius of an arc inscribed within
ZIJK. However, in curving Point
K it is necessary to inscribe an arc
within ZJ'KL, not within £JKL.
Point J’ is the point at which the arc
constructed with radius 13-z be-
comes tangent to line JK.

If it is so desired, all the points of
an angular figure may be curved. It
should be noted, however, that the
shorter arm of every angle is divided
into segments, and that its divisions
are numbered beginning with zero. 1f
the zero is the random choice, the re-
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sulting curve will have zero radius,
i.e., that angle remains as originally
drawn,

Method 5. Angular shapes can be
changed into curved shapes by a pro-
cess of photographic blurring. The
figure is first photographed and then,
with the help of an enlarger, is
printed out-of-focus on high contrast
paper. The resulting image has a con-
tour which is curved, but which is
also graded in density. A repetition
of the process of photographing and
printing, however, will eliminate the
density gradient, producing a shape
with contours which are rounded and
well-defined. The amount of blur
may, of course, be carefully con-
trolled, and a graded series of curved
shapes may be made from a single
prototype shape.

Open Contours.

Method 6. There are many ways in
which open-contour nonsense shapes
may be constructed from a table of
random numbers, but all that we
have used have been wvariations on
one basis method. Starting from the
approximate center of a matrix of
convenient size, a line is drawn to one
of the eight intersections nearest the
starting point. These eight intersec-
tions (or, more generally, directions)
have been assigned numbers as shown
in Fig. 4a. The intersection on the
graph paper at which the first line
terminates becomes the origin for
the second line to be drawn, and so
on. A difficulty with this method is
that there is no intrinsic criterion for
completeness in such a figure. One
objective rule is to determine, before
beginning the construction, the total
number of digits to be selected from
the table and to consider the figure
complete when that number of lines
has been drawn.

Many variations on this basic tech-



STUDY OF SHAPE AND PATTERN PERCEPTION

2 3 4
L] L ] *

/RI IN\I

~e S

8.
(a) (b)
F1c. 4. ConsTRUCTION OF OPEN-CONTOUR

“RANDOM'’ SHAPE: ¢ NUMBERING OF POSSIBLE
INTERSECTIONS; b. TypICAL NONSENSE SHAPE

nique may be introduced. For ex-
ample, for some purposes it may be
desired to allow only four directions
in which the contour may vary; also,
the length of each line may be deter-
mined randomly as well as the direc-
tion. Partially or wholly curved con-
tours may be produced by this
method as follows: the radius of cur-
vature of the arc drawn to connect
successive intersections along the
horizontal and vertical axes of the
matrix is set as one-half the length
of a matrix unit. To connect two
intersections diagonally separated,
the arc would have a radius equal to
one matrix unit. Thus, for example,
one might determine randomly for
each line constructed: (@) which two
intersections will be connected, (3)
whether the connection is to be linear
or curved, and (¢) the direction of
curvature. Figure 45 was drawn by
this technique. Additional variations
on these methods may be provided
by using semi-log, log-log, or polar
coordinate matrices on which to con-
struct the nonsense contours.

Patterns

Method 7. Although the more obvi-
ous ways of generating random pat-
terns have been used by a number of
investigators, the possibilities of this
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approach to the construction of com-
plex visual displays have never been
adequately explored. In general the
practice has been to construct a
matrix of some given size and then to
determine randomly which cells are
to be filled. Patterns of dots were
constructed in this fashion by Kauf-
mann, et al., (19), French (16), and
Klemmer and Frick (20), for exam-
ple. Attneave used the same ap-
proach, including the introduction of
a symmetry factor, in a study of the
effect of redundancy on memory for
patterns (4). In another slight varia-
tion Arnoult used random shapes as
elements in constructing random pat-
terns for use in a learning experiment
(2). Patterns generated in this fash-
ion are very attractive as stimuli be-
cause it is usually possible to com-
pute fairly precisely the informa-
tional content of the display.

Systematic Variations

Frequently it is desired to con-
struct ‘“families”” of shapes having
known physical relationships among
the individual members. Again, there
are many possible techniques for ac-
complishing this end. The following
two methods represent two kinds of
systematic variations which have re-
cently been used.

Method 8. A protoiype shape is
constructed by any of the methods
so far described. Then, each point
is moved to a new location and the
connecting lines redrawn as before.
In moving the points, any of the fol-
lowing parameters may either be
held constant or varied randomly:
(a) the number of points moved, (b)
the particular points moved in mak-
ing successive variations on the same
prototype, (¢) the distance through
which a point is moved, and (d) the
direction of movement. A number of
variations made from a given proto-
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type will form a distribution of shapes
which “vary about’” the prototype.
Stimuli of this sort were used re-
cently by Attneave in testing the
hypothesis that knowledge of the
prototype shape, or “schema,” would
facilitate discrimination of the varia-
tions in paired-associate learning (6),
and by Arnoult in a study of the ef-
fect of predifferentiation training
on recognition (1). A typical proto-
type shape and its variations are
shown in Fig. 5.
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F1G. 5. A ProTOTYPE SHAPE AND “FamriLy”
OF RANDOM VARIATIONS

Method 9. A somewhat different
technique for creating ‘‘families’ of
shapes has been developed at Stan-
ford by LaBerge and Lawrence (23).
Initially, a random shape is con-
structed by a method essentially
the same as those described in
Method 1 and Method 2 (actually,
LaBerge and Lawrence simply con-
nected randomly chosen points into
the polygon of minimal perimeter).
Then, each point on the contour is
assigned randomly chosen “x’’ and
“¢"" increments to its coordinates,
and these new coordinates are plotted
and connected on a {resh matrix.
These same increments are then
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added to the new coordinates and a
third figure is constructed. This pro-
cess may be continued until one has
constructed a row of, say, six figures,
each differing from its immediate
neighbors by a constant amount of
distortion as measured by the dis-
tance through which the points move.
The next step is to label the former
“x" increments as ‘48"’ and the
former ‘9" increments as “‘xs.”
These new increments are added to
the coordinates of the points of all six
of the figures already constructed,
and the process of constructing suc-
cessive shapes is repeated until there
is a column of six shapes for each of
the original six shapes. The final re-
sult is a matrix of 36 shapes in which
any two adjacent shapes in a row or
column are equally spaced in terms
of the average distance the points
have moved. Matrices of stimuli
of this sort are currently being used
by LaBerge and Lawrence in studies
of transfer.

As has been emphasized a number
of times in the preceding discussion,
these methods for constructing “‘ran-
dom" shapes are only a few which
have been selected to show some of
the classes of shapes which can be
constructed. The number of differ-
ent sets of rules which can be de-
veloped for plotting and connecting
points taken from a table of random
numbers is limited only by the fer-
tility of the individual experimenter’s
imagination. It should be reiterated,
however, that using stimuli con-
structed by these ‘‘random’’ methods
does not insure that the generaliza-
tions resulting from the research will
be pertinent to all other kinds of
visual stimuli. It guarantees only
that the results will be generaliz-
able within a particular stimulus-
domain, i.e., to any other stimuli con-
structed by the same rules.
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ANALvYSIS OF NATURAL ForMs

Let us now return to a problem
which the methods discussed in the
previous section by no means obvi-
ate. We still need a technique, or a
set of techniques, by means of which
physical measurements of a psycho-
logically relevant sort may be ob-
tained for forms which we have not
constructed ourselves. Any method
of “random’ construction must em-
ploy some set of rules, either arbi-
trary or otherwise, and these rules
will strictly determine the class-char-
acteristics, or statistical parameters,
of the shapes constructed. We
should like to be able to devise rules
such that our synthetic shapes might
possess the statistical characteristics
(but not the familiarity) of natural
shapes to which we wish to gen-
eralize. At present, we lack not only
a factual knowledge of the values of
these statistical parameters, but also
a methodology to guide us in their
determination. Likewise, when some
experimental variation of form is
found to produce a certain effect in
the laboratory, it is necessary that
the variable in question be identifia-
ble and measurable outside the labo-
ratory if the results are to be gen-
eralized. Unfortunately, however, it
is much harder to measure form than
to manipulate it.

Relatively few scientists have seri-
ously applied themselves to the prob-
lems of analyzing and describing
form; these problems seem to have
fallen into the cracks between sci-
ences, and no general quantitative
morphonomy has ever developed.
D’Arcy Thompson's Growth and Form
(27) is virtually the only major work
in the field: it is a fascinating and
impressive book, but its contribution
to the identification of psychophysi-
cal variables is limited. Rashevsky,
whose work in mathematical bio-
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physics is in some respects a continti-
ation of Thompson’s, has been more
directly concerned with psychologi-
cally relevant measures of form.
Abstraction of contour. Considering
that the first step in the analysis of a
shape is the abstraction of its con-
tour, Rashevsky (25, p. 449) devised
a simple hypothetical nerve-net with
this function. Suppose that the stim-
ulation of the retina is projected to
some central area as an activity of
sharply localized excitatory fibers
and of inhibitory fibers slightly more
diffuse in their projection. If certain
constants of the system have proper
values, excitation from any area of
uniform brightness will be sup-
pressed, except at a contour where
such an area is bounded by a darker
one which provides less inhibition.
This nerve-net has a fairly close
analogue in the following photo-
graphic process. A negative and a
positive transparency, separated by
a thin plastic sheet, are precisely
superimposed so that they “cancel”
each other when viewed {rom a right
angle. A print is made by transmit-
ting light from a diffuse source (e.g.,
the ground glass of a contact printer)
through the superimposed positive
and negative to a high-contrast paper
placed in contact with the negative.
In the case of a black object on a
white ground, or vice versa, light
can angle through both positive and
negative only at the contour, and
the resulting print is indistinguish-
able from an outline drawing of the
object. In the case of more complex
pictures, the abstraction of sharp
brightness-gradients preserves tex-
ture, as well as contour: this is illus-
trated clearly in Fig. 6. A picture ob-
tained in this way may be thought of
as a differential (with respect to
brightness) of the original, involving
a ‘delta’ of finite magnitude. If
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The photograph of D’Arcy Thompson from which this was derived is by Bjérn Soldan; it

appeared originally in Isis and was reproduced in the August, 1952, Scientific American. In the

original, the lightest portions are Thompson'’s forehead and beard, and the darkest portion is
the back of his coat. These have approximately equal brightness in the differential picture.
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a smaller “delta” had been taken in
the derivation of Fig. 6 (by reducing
the space between the superimposed
positive and negative), the iris and
pupil of Thompson’s eye, for ex-
ample, would appear in outline in-
stead of as a black dot.

In 1948 one of the authors (Att-
neave), in collaboration with John
M. Stroud, attempted to develop
this photographic technique to a de-
gree of precision such that the total
reflectance of the differential picture
might serve as an index of the com-
plexity of the original. That attempt
was unsuccessful for several reasons,
having to do chiefly with the unrelia-
bility of photographic operations:
e.g., the initial step of making a posi-
tive and a negative which would ade-
quately cancel always required con-
siderable cut-and-try. It may be
added that the process is a close rela-
tive of one which has long been used
to produce a “‘bas-relief” effect, and
that the Eastman Laboratories have
recently employed a similar tech-
nique with color film to obtain photo-
graphs which look remarkably like
paintings.

An electronic device lately de-
veloped by Kovasznay and Joseph
at the National Bureau of Standards
appears to accomplish much the same
result as the photographic process
described above, but in a manner sub-
ject to more precise control. The
beam of a cathode ray tube, moving
in a complex scan which covers the
field in two orthogonal dimensions,
transmits light through a photo-
graphic transparency to a photo-
electric cell. The electrical signal thus
generatedisdifferentiated and squared
electronically, and then fed into a re-
ceiving scope where it modulates a
beam synchronized with the trans-
mitting beam. Illustrations of the
results, which are presented in the
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descriptive note of Kovasznay and
Joseph (21), could be mistaken for
the efforts of a somewhat naive artist.

A group of engineers in the Lin-
coln Laboratory of M.L.T., including
Oliver G. Selfridge, Gerald P. Din-
neen, and Marshall Freimer, are cur-
rently experimenting with the use of
digital computers to perform opera-
tions relevant to object identifica-
tion. They have been successful in
programming a contour-abstracting
operation; this is preceded by an av-
eraging operation, which rids the fig-
ure of irrelevant detail, and followed
by an operation which abstracts
angles, or regions of high curvature,
from the contour (26).

The mere abstraction of contour,
whether by an objective process or
with the aid of the experimenter’s
own perceptual machinery, does not
in itself constitute quantification. It
does, however, contribute to the iso-
lation of that which is to be quanti-
fied: i.e., form. Whenever we speak
of form, we are referring to a some-
what vague set of properties which
are invariant under transformations
of color and brightness, size, place,
and orientation; our definition may
or may not be extended to specify
invariance under projective (or per-
spective) transformations. Contour
is characterized by invariance under
color and brightness transformations.
Attneave (3) has previously pointed
out the related (though not equiva-
lent) fact that contours are regions
of relatively high informational con-
tent.

Analysis of contour. There are vari-
ous practical reasons for wishing to
be able to describe a contour in terms
which are independent of its size,
place, and orientation. For example,
subjects are often required to draw
figures from memory: such drawings
cannot be fairly evaluated by any
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simple method of superimposing a
drawing upon the original and meas-
uring deviations, because of differ-
ences in scale, etc. If both the origi-
nal and the reproduction could be
represented in terms descriptive of
form alone, they could then be com-
pared objectively.

Such a representation may take the
form of a single function. If the re-
ciprocal of the radius of curvature of
a closed contour is plotted against
distance along the contour, a peri-
odic function results. This function
may be normalized (i.e., rendered in-
dependent of the scale of the original
figure) by assigning a value of unity
to the perimeter of the figure and ex-
pressing radius of curvature in com-
parable terms, or by setting equal to
unity the area under one period of
the function. An angle is represented
by a vertical line which rises (or falls,
in the case of a concave angle) to in-
finity; a spike of this sort, of infinite
height, infinitesimal width, and de-
terminate area, is the so-called §-
function of Dirac, and is amenable to
mathematical treatment.’

If one feels more comfortable deal-
ing with finite ordinates, the follow-
ing system may be used. Imagine a
miniature tricycle, guided over a
course such that a point midway be-
tween the rear wheels precisely fol-
lows the contour. The angle 0 by
which the front wheel deviates from
a forward position may be plotted
against distance travelled by the
front wheel to give a periodic func-
tion descriptive of the contour. The
front wheel will move in an arc con-
centric with the segment of the con-
tour being followed. Wherever an
angle occurs in the contour, the angle

8 This system of representation has been de-
veloped in considerable detail by Oliver
Strauss (personal communication).
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8 of the front wheel will be 90°; thus
the function will always have some
value between plus and minus 90°.
Radius of curvature, 7, is related to
8 by the equation r=L cot 0, in
which L is the distance between the
front and rear wheels. Normalizing
may be accomplished by giving the
perimeter of the figure unit value, and
setting L at some standard fractional
value. If L is made to equal 1/2m,
regular polygons will be represented
by square waves regularly alternat-
ing between 0 and 90°, a circle will
become a horizontal line with an
ordinate of 45° and certain other
regularities will be uniquely repre-
sented; this value of L is somewhat
large for convenient use with more
complex shapes, however. The in-
terested reader will have little diffi-
culty in working out further details
of the system. It has the advantage
of specifying an actual measuring de-
vice which is practical and simple to
construct. Automatic recording of
the function could be arranged with
two pairs of selsyns: one translating
the rotation of the front wheel into a
movement of the recording paper;
the other coupling the angular posi-
tion of the front wheel with the posi-
tion of a recording pen.

Both of the functions just de-
scribed have a serious disadvantage.
Suppose we wish to compare two
shapes which have a part-to-part or
part-to-whole similarity—say, the
outline of a cow’s head with the out-
line of a whole cow. The normalizing
factors which will be employed on a
basis of perimeter or area will obvi-
ously not be such as to give compara-
ble representation to the similar por-
tions of the outlines.

The method next to be described
avoids this difficulty, though it is not
without limitations of its own. In-
stead of describing the contour by
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means of a continuous function, we
may attempt to analyze it into parts
which are individually homogeneous,
and hence amenable to approximate
description in terms of a few stand-
ardized dimensions. It is usually
possible to construct a polygon about
a figure made up of complex lines
and curves, as in Fig. 7, by drawing
tangents (&) at points of zero curva-
ture (e.g., CD, IJ, etc.: whenever a
curve changes from concave to con-
vex, it must have an intermediate
point of zero curvature), (6) at points
of minimal curvature, where a de-
crease in curvature is followed by
an increase (e.g., FG), and (¢) at dis-
continuities of slope, or angles (e.g.,
AB, GH, etc.). The series of lines
thus formed may be described simply
by stating the slope and length of
each line in succession, but this de-
scription is peculiar to a given orien-
tation and size of the figure. It may
be rendered orientation-free and scale-
free by specifying instead, for each
pair of adjacent segments, (¢) the
change wn direction (in degrees), and
() the change in the logarithm of
length, as the contour is followed in a
clockwise direction.# Curves are
treated as ‘‘rounded-off'’ angles: i.e.,
a curve is approximated by an arc
located tangent to two successive
lines of the polygon we have been
discussing. In most cases, the size of
the arc will be limited by the length

4 Several other possible pairs of coordinates
convey the same information. What is re-
quired, essentially, is to describe the shapes
of successive segments of the polygon, taken
in pairs, Measures of any two angles of such
a triangle, or any two ratios of sides or differ-
ences between logarithms of sides, or any
combination of an angle and a comparison of
sides, is adequate to specify the shape of the
triangle. The combination above is chosen
for its intuitive appeal; also because errors of
measurement have a more uniform effect on
these coordinates than on certain others,
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of the shorter of the two segments.
Hence curvature is conveniently ex-
pressed by a third coordinate speci-
fying (c) the proportion of the distance
between the apex of the angle and the
end of the shorter segment at which the
arc best approximating the curve is
tangent. This coordinate will usually
have some value between ¢ and 1.0,
with 0 indicating an abrupt angle
(radius of curvature equal to zero)
and 1.0 indicating an arc which is
tangent to the shorter segment
at its end. In the case of Fig. 7,
for example, (¢) would have a
value of 0 at 4 and M, a value of
1.0 at G, and a value of about .8 at C

F1c. 7. ItLusTRATION OF METHOD FOR
QUANTIZING IRREGULAR CONTOUR

(note that the arc best approximat-
ing a curve will not necessarily have
the same point of tangency as the
original curve), When the arc ap-
proximating a curve turns through
more than 180°, as in the case of the
bulbous projection in the JKL re-
gion, the value of (¢) will not remain
between 0 and 1, since some of the
points of tangency are on extensions
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of segments of the polygon, rather
than on the segments themselves.
The values of (¢) associated with J,
K, and L would be about 3.8, 3.6,
and .5, respectively.b

The reader will recognize this sys-
tem of analysis as essentially the re-
versal of a method for constructing
“random’” shapes which was de-

5 The two sets of numbers below, which are
presented as a demonstration of the practica-
bility of the system and as an amusement for
the reader, describe recognizable profiles of
the two authors. Successive tri-coordinates
are given, thus: ay, by, 61 az, ba, ¢23etc. In the
actual reconstruction of a contour from such
coordinates, a line of any desired length and
slope is drawn to start. The first triad of
coordinates gives the relationship of the
second line of the contour to the arbitrarily
drawn starting line, and so on. Cumulative
error will be avoided if the values of ¢ are
cumulatively added to the slope, in degrees, of
the starting line (with due regard for the circu-
larity of the scale) to obtain the slope of each
segment; likewise if the values of b are cumu-
latively added to the logie length of the start-
ing line to obtain the logie length of each seg-
ment. Positive values of a denote clockwise
turns; negative values counterclockwise (con-
sistent reversal results in a mirror-image). In
specifying values of (¢), the symbol “<* is
used to mean “less than .1,” ie., that the
angle is rounded to a slight, practically un-
measurable, degree.

461, .56, .3; —84, 4-.08, <; +27, —.04,
a5 435, +.66, .2; 155, —.06, 1.0; —145,
-39, 0; 432, 4+.13, 1.0; 427, —43, <;
--56, 4-.61, .1; +107, —.38, 4; —69, —.12,
g1y 437, —.62, <; —88, +.38, 0; 4105,
+4.11, 1.0; =79, +.33, .1; +86, -+.34, .5;
—20, —.14, <; =25, —.76, 4; —66, +.23,
0; —55, —.15, 1.0; 430, 4-.09, 0; 4113,
—.02,0; ~56, .15, .1.

443, 414, 43 426, —.22, 4; —31, 4-.02,
3y 437, 421, 4; 436, —.21, .65 441, —.41,
J3; —50, +.45,0; —6, —.18, <; +29, +.03,
8, —43, 4.26, <; +12, —.18, <; 488,
—.11, .5; 423, -.27, 4; —124, +.31, .5;
+90, —.12, .8; —29, —.28, <; 470, —.23,
1.0; —114, +-.39, 0; 466, 4.16, .3; —65,
—.04, 4; +44, —.17, <; —43, +.971, .7T;
+121, —.28, .9; —26, +.04, <; +105, —.08,
gy —62, —.49, 67 426, +.09, <; —113,
+.13,.3; —25, +.25, .5; +44, —.26, .8; —83,
—.24, 0; 19, +.42, 1,0,
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scribed in the previous section. The
system has several advantages: (a)
It yields a description which does
not vary with size and orientation.
(b) Since the use of a general normal-
izing factor is avoided, part-similari-
ties between the contours of two ob-
jects are reflected in their numerical
descriptions.  Likewise, repetitious
sequences of elements in the same
contour (but not parallel lines) are
reflected, and could be quantified by
an autocorrelational technique. [f
two similar shapes (e.g., an original
and a subject's reproduction from
memory) were compared by cross
correlation of their numerical de-
scriptions, it would be desirable to
calculate values for several “‘displace-
ments'’ of one set of coordinates upon
the other (as in autocorrelation), in
order to allow for qualitative omis-
sions or additions of elements. (c)
There is reason to believe that the
number of tricoordinates required to
describe a shape constitutes a first
order approximation of its psycho-
logical complexity (i.e., the number
of psychologically discrete parts which
it contains). Fehrer (14) used a simi-
lar measure (number of internally
homogeneous lines) on her figures,
and found that complexity, so meas-
ured, was closely related to difficulty
in a reproduction-learning situation.
Attneave (8) recently confirmed that
the number of sides in a polygon is
the primary determinant of its judged
complexity. A better approximation
would require some adjustment for
repetitious sequences of elements,
mentioned above (see Rashevsky,
25, p. 486 {I.; also Attneave, 3, 4).
The major disadvantage of the sys-
tem is that some figures (spirals are
an obvious case) do not yield unique
descriptions. This limitation arises
inevitably from the approximation
of all curves with straight lines and
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arcs, and the ignoring of higher-order
invariances. Itisinteresting to specu-
late that the system might be to some
degree psychomimetic even in this
limitation, and that objects for which
it does not yield unique descriptions
are less likely to evoke reliable per-
ceptual responses, with the result that
they may be perceived as “‘amor-
phous” or ‘‘unstable,” and be diffi-
cult to remember.

Measuring operations like the fore-
going, which involve following about
a contour, are laborious to accom-
plish manually, It appears, however,
that they are quite amenable to
automation by electronic and me-
chanical means. For example, an
electronic contour-follower, described
by Beurle (7), has already been con-
structed. A point of light is moved
rapidly through a very small circle;
when its path crosses the contour, a
signal is obtained. The phase rela-
tionship of this signal to the circular
movement is used to guide the circle
along the contour, i.e., to move the
point of light about the contour in a
cycloidal path. A record of the move-
ment of the circle, taken from the
servo control loop, constitutes a de-
scription of the shape which may
further be transformed and analyzed
by computer-type circuits.

Measurement of gestalt-variables.
We have been considering analytical
systems by means of which the for-
mal properties of contours may be
described in detail. Also of interest
is another set of variables which do
not provide a description from which
the shape can be reconstructed, but
which do abstract important prop-
erties of the shape as a whole. We
shall refer to these as ‘‘gestalt-varia-
bles,”” or ‘‘gestalt-measures,”” even
when they serve to summarize some
quantizing or analytical process: e.g.,
the number of sides in a polygon is
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such a variable; so is the number of
tri-coordinates necessary to describe
a shape by the system discussed
above. Likewise, the mean value of
the c-coordinate in that system might
be taken as a crude measure of over-
all curvedness-vs.-angularity. It
should be clear that the ‘“‘statistical
parameters’’ of populations of shapes,
referred to earlier, necessarily pertain
to distributions of certain gestalt-
measures.

The more restricted notion of a
gestalt as a system in which every
part is affected by every other part
has been incorporated by Rashevsky
(25, p. 451 ff.) into a hypothetical
nerve-net. Suppose that the contour
of an object is projected to some sheet
of neurons in the cortex as an iso-
morphic  excitation (Rashevsky’s
mechanism for contour-abstraction
has already been described). Sup-
pose further a distribution of inhibi-
tory fibers such that, in the next
higher projection area, every point
on the contour (i.e., every excited
neuron) receives inhibition from ev-
ery other point in an amount which
varies as a function (presumably de-
creasing) of the distance between the
points. At this level, the various
neurons to which the contour is pro-
jected will retain more or less residual
excitation, depending upon the de-
gree to which each is isolated from
the others. A given contour will be
characterized (though not uniquely)
by some distribution of residual exci-
tations which will be invariant with
respect to its place and orientation
in the field (but not with respect to
its size). The integral, or mean, of
this distribution would constitute a
measure of the “simplicity’’ or com-
pactness of the figure (provided size
were held constant, or corrected for);
e.g., a circle would have the highest
possible value, since its points are as
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far from one another as is possible in
a closed contour, and jagged or sinu-
ous shapes would have low values
(see Householder, 18). The neuro-
logical terms in which this model is
presented need not be taken too seri-
ously; Rashevsky’s basic idea might
equally well be applied to the pro-
gramming of a man-made computer,
or to a series of photographic opera-
tions.

Deutsch (12) has recently sug-
gested a model for shape perception
which is somewhat akin to Rashev-
sky’s. Since it may be described very
simply in terms of geometrical con-
cepts, we shall ignore the neural
mechanisms which Deutsch proposes
as its basis. Suppose that a perpen-
dicular is drawn to a closed contour
at every point along its length. Each
such perpendicular will contain a
segment which lies inside, and is
bounded by, the contour. The
lengths of these segments will have
some distribution which will depend
upon the shape of the contour; this
distribution may be rendered size-
invariant by expressing the length
of each segment as a proportion of
the length of the contour. In the case
of a circle, a square, or any other
regular polygon with an even number
of sides, the distribution will consist
of a single spike, since all the seg-
ments will be of equal length.
Deutsch suggests that the most prim-
itive mechanism of form-discrimina-
tion may abstract a distribution of
this sort; at the human or primate
level it would cbviously need supple-
menting with some finer mechanism,
perhaps one involving contour-fol-
lowing. He points out that rats have
more difficulty discriminating a
square {from a circle than from a tri-
angle, and predicts further that regu-
lar polygons with even numbers of
sides should be more difficult to dis-
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criminate from one another than
from odd-sided polygons.

Merely to order shapes along a
compactness-dispersion  continuum
requires nothing so elaborate as the
Rashevsky model outlined above.
The relationship of the perimeter of a
shape to its area provides an attrac-
tively simple means of measuring
this characteristicc. The quotient
P/A, which has been employed by
some investigators (8, 17), is unsatis-
factory from our standpoint because
it varies with size as well as with
shape, but either P2/A4 or P/~/4 is
size-invariant. These ratios may be
transformed in various ways to suit
the user's convenience; e.g., the meas-
ure

T A
P

D=1

expresses dispersion as some number
between zero and one, assigning zero
value to the most compact figure pos-
sible, the circle. Dispersion (as meas-
ured by any such relationship of
perimeter to area) is not the same as
complexity (in the sense of number of
parts). Although a deeply convoluted
or jagged figure will indeed tend to
have a high dispersion value, so will
a very thin rectangle or ellipse.
Bitterman, Krauskopf, and Hoch-
berg (8, 22) have found that under
conditions of low illumination or
short exposure, shapes are perceived
in much the same way as if they were
physically diffused, or blurred. These
experimenters created a physical dif-
fusion model by cutting filter paper
into various shapes and impregnat-
ing it with an inhibitor of bacterial
growth. This inhibitor was then al-
lowed to diffuse from the paper into
bacterial cultures. The shapes which
most resembled each other after dif-
fusion were those most often confused
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under adverse viewing conditions.
Likewise, identification of impover-
ished stimuli was most impaired in
the case of shapes characterized by
relatively small detail, which would
be averaged out in a diffusion process.

These findings are interesting and
important, but the clumsy and some-
what bizarre bacterial model does
not lend itself to quantitative predic-
tion. There is no apparent reason
why it might not be replaced with a
model employing optical blur, in
which case diffusion would be meas-
ured by the radius of the blur circle.
An image may readily be blurred to
a measurable degree in an ordinary
photographic enlarger, and then re-
sharpened by means of high-contrast
paper or film (cf. Method 5 under
““The Construction of Stimuli'’). This
resharpening process introduces an-
other parameter, that of the black-
white threshold to be used in print-
ing. It is easiest photographically
simply to employ long exposure and
development, with the result that a
white-on-black figure will diffuse
outward into the field to the full ex-
tent of the radius of the blur circle,
If it is desired that concavities and
convexities be affected symmetri-
cally, however (note that a psycho-
logical question requiring an empiri-
cal answer is thus raised), it is neces-
sary to resharpen the image into
black and white about some inter-
mediate gray such that a linear con-
tour between black and white fields
will be restored to its original posi-
tion.! This may be accomplished
with the aid of a suitable test-figure.

¢ Dinneen (13) has succeeded in program-
ming a digital computer to perform averaging-
and-resharpening operations of almost ex-
actly this sort. His paper, which contains
copious illustrations of the effect of varying
resharpening threshold, is recommended to
the reader who finds the above discussion in-
sufficiently informative.
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Over a wide range of values on the
resharpening threshold parameter,
the process of blurring and resharpen-
ing will decrease the dispersion
(P2/A, or D) of any shape except a
circle, which is already the most com-
pact shape possible. For any such
value, dispersion will tend to decrease
as amount of blur increases, but the
form of this function—which we shall
call a blur-response function—will
vary with the shape involved and
will describe certain important char-
acteristics of the shape. Since the
decrease in the function is associated
with the '‘washing out” of progres-
sively larger detail as the blur circle
increases in size, any sharp drop indi-
cates that the shape contains con-
siderable detail of a magnitude indi-
cated by the blur circle at that point.
The blur-response function (or, per-
haps better, its derivative) is thus a
potential aid in the statistical evalua-
tion of “‘magnitude of critical detail,"”
which Bitterman, ef al., found to be
of primary importance in determin-
ing the identifiability of an impover-
ished shape (8). A full exploration of
the properties of such functions (par-
ticularly in the case of shapes char-
acterized by certain types of regu-
larity, or redundancy) is beyond the
scope of this paper; our purpose here
is merely to suggest their feasibility
and possible usefulness. One further
point should be made, however;
neither the blur-response function
nor any other gestalt measure can
possibly predict the relative identifi-
ability of shapes except in a limited,
statistical way. The kinds and de-
grees of similarity which an impov-
erished shape bears to all the other
shapes with which it might be con-
fused will clearly affect the difficulty
with which it is identified (quite
apart from any intrinsic properties
it may have), and these similarities
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may be evaluated, if at all, only by
recourse to analytical measures. A
particular detail in a shape may or
may not be critical to identification,
depending upon the specific discrimi-
nations which identification requires.

Gestalt measures, as defined earlier,
all involve a reduction in the dimen-
sionality of figures (sometimes, though
not necessarily, to a single dimension)
with a concomitant discarding of in-
formation. The number of operations
by means of which a shape may be
“collapsed’ to lower dimensionality
is indefinitely large, as Selfridge (26)
has recently pointed out. At the
simplest level, for example, we may
literally collapse a shape upon any
spatial axis by plotting, as a function
of distance along that axis, the thick-
ness of the shape in the orthogonal
dimension (26, Fig. 3). The axis in-
volved need not even be linear; e.g.,
it might be a circle about the center
of gravity of the shape (cf. Pitts and
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McCulloch, 24).

Of all the conceivable physical
measures of shape, analytical as well
as gestalt, there are undoubtedly
many that have little or no value
from a psychophysical point of view.
On the other hand, it appears un-
likely that any single system of physi-
cal measurement can be optimal for
all psychophysical situations: in other
words, we are suggesting that form
perception involves a number of dif-
ferent psychological mechanisms
which function in a complementary,
and to some degree overlapping, man-
ner. Unfortunately, there is no quick
and easy way to determine which
physical measurements have greatest
psychological relevance; only experi-
mentation can answer this question.
The preceding discussion and review
may at least serve, however, to allevi-
ate somewhat the paucity of hypoth-
eses which in the past has charac-
terized this research area.
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